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PREFACE BY THE PRINCIPAL INVESTIGATOR

This document, The Analysis of Essays by Computer,
is primarily intended as the Final Report for the United
States Office cof Education, for a research contract which
supported us during 1966 and 1967. Yet it also represents
the first summary statement of all of the work undertaken
since early 1965 at the University of Connecticut in such
essay analysis, and in the simulation of human rating

behavior.

It is difficult to trace the genealogy of any idea,
let alone one as interdisciplinary as that underlying the
present work. The notion of computer analysis of essays
began to seem conceivable, following an invitational con-
ference on data banks, led by John B. Carroll at Harvard
University in December, 1964. My own experience had in-
cluded work in many of the contributing fields, so that
the manipulation of language, as described by Philip Stone
and others there, drew together many threads into an

eventually engrossing central problem.

From the moment of conception, this work has owed
much gratitude to a succession of able and helpful people.
J. A. Davis was immediately encouraging, as were Allan B.
Ellis, William Asher, Dexter Dunphy, and Marshall Smith.
John Duggan and John Valentine, of the College Entrance
Examination Board, helped greatly in arranging almost
immediate financial support. All that we did then and later
owed much to this prompt generosity of the CEEB, and this
report will also serve as the most unified summat‘on of

the earliest work done under that support.

Other generous support, suppiementary to that of the
U.S. Office of Education, has been given by National
Science Foundation, through its partial funding of the
University of Connecticut Computer Center. Furthermore,

viii




the Massachusetts Institute of Technology was very helpful
in supporting me as New England Visiting Scientist to their
Computation Cénter during 1966-67. Finally, the University
of Connecticut Research Council has given prompt aid at

crucial times.

It would be impossible to list everyone who has been
helpful with this Project, and there are sure to be impor-
tant and unintentional omissions. Here at Connecticut,
many ideas were early discussed with Herbert Garber, then
with us in the Bureau of Educational Research, with Arthur
Daigon, with Charles McLaughlin, and with Kenneth G. Wilson.
These have all served as consultants for brief or longer
periods of time, and many have contributed ideas or in-
sights which, because of the nature of this report, are not
acknowledged explicitly in the text. From the start, the
Project had, as principal programmers, Gerald and Mary Ann
Fisher. Mr. Fisher has been a consultant and, for the
year 1967-68, a Research Associate with us. The programs

from this employment have plainly been of central importance

to the work.

In mid-1966 Dieter H. Paulus joined the Bureau of
Educational Research, and has in many ways contributed richly
to the work since that time. His various contributions
are mentioned often in the text and he is second author of

this report and partner in the on-going work.

others who helped here in the Bureau of Educational
Research were Miss Louise Patros, together with her willing
staff of Mrs. Helen Ring, Miss Evelyn Haddad, and Mrs.
Katherine Showalter. To Miss Patros much gratitude is owed
for office management functions soO important to a large
research, and to all we are grateful for the preparation of
this manuscript. Some of the research detail was carried
out by graduate students here in the Bureau. Their names

are mentioned in the text, together with their contributions,
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wherever these are included in the report. Among these,
Donald Marcotte made contributions which were clearly out-

standing.

During the work we have consulted many scholars from
other institutions, formally or informally, and some of
them should surely be listed here: Walter and Sally Y.
Sedelow, Robert Stake, Paul Lohnes, Carl Helm, Arthur
Jensen, Paul Diederich, Ross Quillian and Daniel Bobrow,
Marvin Minsky, Arthur Anger, Bruce Ressler, John Moyne and
David Loveman, Leslie McLean, William Cooley, John Carroll,
Larry Wightman, Stanley Petrick and Jay Keyser. William
McColly early provided us with the original data and worth-
while ideas. And Julian C. Stanley has served as a con-

stant source of encouragement and inspiration.

Those readers seeking a shorter and more general
introduction to this project afe directed to the various
publications by the workers, listed in the References. For
a summary of this writing, they may wish to read the first

section of Chapter IX of this report.

Ellis B. Page
Storrs, Connecticut
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CHAPTER I

INTRODUCTION

When this research was proposed, the time surely
seemed ripe for a much expanded study of computer analysis
of student essays. In recent years rapid strides had
been made in computer hardware techmnology, in the program-
ming of language-data processing, and in linguistic
analysis. More was known than formerly about the simula-
tion of cognitive products and related fields. Many of

the building blocks, therefore, appeared to be in place or

nearly so. What remained was to thrust forward into the

applied and basic problems of essay analysis and grading.

This study, therefore, aimed at advancing the know-
ledge of automatic essay analysis as far as theory, practice,
and facilities would permit within the rather narrow span of
time permitted. And this report will explain what was
designed, attempted, and accompiished during this study
period in this very new and potentially important field of
It will also set forth current understandings

research.
about the most profitable avenues for further research.

And this first chapter will explain the background

for the problem, both practical and theoretical, as well
as the specific nature of the research attempted.

(a) The practical background. The practical problems

of "objective" grading have long troubled education and the
A single judgment of an

field of psychometrics generally.
essay by a single human judgé is slow, extremely unreliable,

and of uncertain status. When sufficient training is used,

and a sufficient number of judgments establish a decent
reliability, essay grading becomes prohibitively expensive.

Psychometricians have therefore settled for multiple-choice

-1-
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items. These have the virtues of wide sampling, since

, more questions may be asked within a given time period; of
E high reliability; and of defensible validity, since scores
often correlate as highly with judgmental ratings as the
ratings correlate with each other under ordinary condi-

tions.

Nevertheless, educators are far from content with
multiple-choice examinations as the ultimate criterion of
achievement. They wish to call upon students for global,
organized responses concerning large questions in substan-
tive fields. They would like to ask, in testing self-
expression, for direct demonstration of corrent and literate
usage. They are often not satisfied by the statistical
evidence because of inadequate understanding of this evidence,
and their incomprehension poses a problem for the psycho-

: metrician. More importantly, two objections to multiple-
g choice testing cannot be refuted comfortably at the present
4 time: (1) One virtue of any test is the practice which the

testing session gives the student. And it seems clear that
the practice experiences of the student in taking an essay

test are not precisely the same as in taking a- multiple-
choice test. (2) Another virtue of any test is the type

A L sl urt

of study which its anticipation motivates in the student
before the test is administered. Many persons believe
that students study differently for an essay test than for
a multiple-choice test, differently for "recall" items

than for "recognition" items. Clearer evidence on these
two objections is needed, but their present status supports

the desirability of finding some fast, reliable, inexpensive,

and "objecgive" system of essay grading.

% In English instruction especially, we have an example

g of a troubled field for essay analysis. Many believe

é that students need far more practice in writing essays in
elementary and high school years. Yet writing without feed-

back seems generally pointless, and is surely objected to
-2
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4 by the students concerned. And the feedback is very diffi-

f cult to systematize. To do the ideal job in essay analysis,
the high school English teacher would have to spend tremend-
ous amounts of time out of class. Equalizing the load of
the English teacher with his colleagues in other subjects

3 is an unsolved problem. "Lay readers" are tried on an

experimental basis in a number of schools, but these are an

e

additional expense, are relatively untrained, and pose some
large problems of coordination and aptness of judgment.
Furthermore, the supply of qualified and interested English
3 teachers has always been too limited. It is hoped that

i some way might be found to employ more broadly the talents

A of the few, so that individual judgment and correction of

_ essays might be disseminated in the same way as lectures

2 may be filmed or exercises may be printed in textbooks. A

; proper program for correction of essays would therefore be

4 an attempt to amplify the effectiveness of the more intelli-
. gent and talented of graders and correcters. This study
therefore aimed at the type of essay analysis most character-

istic of English classes.

The input question. To solve any of these general
practical problems would of course require practical input

3 and output. At present, no computer does an adequate job

4 of reading ordinary printing or typing, let along ordinary
i handwriting, into correct card images for further data pro-
] cessing and analysis. Yet rapid strides are being made in

1 such recognition, and one may hope for resolution of input
problems before the judgmental problems are completely sat-
isfied. The computerized optical reading of standard type-

script may be only a very few years away. Or, for that
matter, the gradual replacement of much of student hand-
writing in the schools by inexpensive and noiseless char-
acter printers (perhaps related to the present Stenotype
machines) seems a plausible and perhaps early development.

But even with the present necessity of key-punching IBM
-3-
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cards from student copy, practical input for computer
grading is not wholly out of the question. For example.
the cost of such key-punching ranges below $2.00 per essay.
Such an input cost, while out of the question for daily
classroom routine, would not ke unreasonable for an occa-=
sional master analysis, serving as a basic for extensive
descriptive or prescriptive reporting, for screening Or

placement, or for certain other types of evaluation or

guidance activity. Indeed, present objective-test batteries
often cost much more than that. For the purposes of this
study, however, it was assumed that input had been trans-
formed into punched cards or card images, and concentra-

tion was on the correction and evaluation problems them-

selves.

(B) The theoretical background. The rather momentous

practical consequences of computerized essay grading will

be some years away. Before these are felt, there were

theoretical questions important to the study, and there

are theoretical answers which may be furnished by the study.

These were psychological and linguistic in nature. Psycho-

logically, for example, what roles do the actual various

prose characteristics play in the cognitive and effective

rating processes? Actual manipulation of prose character-

istics is not anticipated in the present design, and

therefore direct causal relationships will not be infer-

rable, but some important implications for these processes

may turn psychological experimentation into some fruitful

channels.

As a linguistic example, there is the additional
understanding which may be gained of the nature of prose
description. As Francis (1958) has pointed out, there are
several kinds of "grammar": among them the prescriptive

" of the schools, and the descrip-

grammar, or "etiquette,
(Also

tive grammar characteristic of modern linguistics.
-4-
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see "What Grammar?" by Gleason, 1964). It may be noted
that computer analysis of this proposed kind produces
still another sort: a set of descriptions resulting

from the computer's own peculiar limitations and abilities.

|
l
A list of prepositions may be employed, for example, and ‘
any match with this list may cause a counter to be incre-
mented. In such a program, some words will be counted
which the competent human judge would classify in other
ways: as adverb, subordinating conjunction, coordinating |
conjunction, etc. Yet from this NPREP count may result a 1
description which would be impractical for human judgment, |
which is 100% reliable within the essay, which probably
has high reliability across essays of the student, and
which may be useful in predicting the qualitative human |
|

judgments of the essays.

Furthermore, it was intended to use certain extant
f computer analyzers from other researches, and this was
‘ done. These are efforts to perform linguistic analysis
within the sentence, and they are inevitably limited in
accuracy. The limitation in accuracy need not be a handi-
cap, however, in terms of useful theoretical and practical

description. //’/,,,————-]
er may pro-

% The important point here is that the comput

vide new measurements of language usage and these will
have inevitable importance for theory building and basic

3 discovery. These measurements do not presently carry

2 heavy theoretical freight, only because they have not been

observable within the traditional technology. (See later

3
%3
N

discussion on this point.)

More will be said in the final chapter about theoreti-
cal outlooks for such research. It is enough here to note
that both practical and theoretical interests motivated
the present study.

-5-
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Related Research

The field of essay evaluation by computer represents
a new focus within the (also new) field of computational
linguistics, just as it represents a new and divergent
speciality within educational measurement and educational
technology. Like all promising new areas of scholarly
investigation, however, it must draw heavily upon some
combination of background disciplines not ordinarily con-
sidered together. This section on related research will

consider some materials from these background disciplines.

(a) Background disciplines

(1) Psychometrics is a basic discipline within which

any system of evaluation must be justified. The discipline
already has achieved many technical skills (assessment of
various forms of reliability and validity) necessary to
proceeding with the study at hand. Some of the particular
psychometric problens in content analysis are discussed

in work by Dexter Dunphy (in Stone, 1966). Important back-
ground work dealing with the reliability of essay grading
by human judges has been done by Diederich, French, and
Carlton (1961), by Myers, McConville, and Coffman (1963),
and by McColly and Remsted (1963), to name only three out-

standing recent examples. 1In recent years essay testing

has apparently seemed so unprofitable to psychometricians
that it has been almost wholly neglected. For example,
the index of a recent Review of Educational Research about

testing had only one item referring to essay testing and
it is negative: "problems of unreliability in grading”

(Merwin and Gardner, 1962).

E s A e




AT NI A H ) e

R MR S A T R A R SRS IR R TN

FRERATARR SRR TR S ORGP SN SRR IR SIS RN

(2) Linguistics has potentially very high relevance

to computer analysis of essay examinations. Important lines
of study have of course emerged from the "generative grammar”
thinking of Chomsky (1957) and others (e.g., Miller, 1962;
Postal, 1964). The implications of some of these more
scientific approaches to linguistics for a broader psychology
of language have been recognized by Carroll (1964) and
others.

Of course, the particular newer field of this discip-
line known as computational linguistics is more intimately
related to the present phases of this work. And this field
in turn has a large overlap with the field of list-processing
(see below), and of information retrieval. Many of the
most effective workers in these fields come not directly
from linguistics training, but from mathematics, psychology,

and computer science.

(3) Curriculum. Curriculum, in all fields using

essay examinations, is a concern of central relevance to
the study. This is especially true of language arts educa-
tion, where there are tensions (Gleason, 1964) between the
modern descriptive linguist and the traditional "prescrip-
tive" grammarian (such as Hodges, 1951, or Warriner, 1951),
and what should be taught in composition is by no means
certain (Marksheffel, 1964). Eventually, decisions must
be made about the "right" approaches for any computerized
master analysis. But for a problem of optimization of
simulation of human ratings, hypotheses from both camps
appear useful, and may be empirically checked against the
criterion. And some interesting light has been cast on

certain questions of the "etiquette" grammar by work al-

ready done with this project.

Although the language arts curriculum is especially
important, it is by no means unique. Within the present
research design, the study should produce some interesting

-7-
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information for curriculum within other key disciplines
(see the procedures), especially regarding the importance

cf special vocabulary.

(4) Automatic language-data processing has been
weli described by a number of writers (Green, 1963, ch. 13;
Borko, 1962, pp. 336-423), but one of the best general
accounts is by Garvin and others (1963). In general, there

appear two major methods which are possible: one is the

content-analytic approach, like that used in the "General
Inquirer", (Stone, et al, 1966) and is more a "statistical"
method; the other is more oriented to syntactic and seman-
tic relationships, as are necessary to the machine-trans-
lation studies underway, and may be considered a more
"linguistic" method. Both appear promising for essay grad-
ing. Of particular potential help appear to be certain
grammatical-classification computer programs already de-
vised: a part-of-speech decider which is about 935% accu-
rate (Stolz, Tannenbaum, and Carstensen, 1965?), and a
dependency classifier (Klein and Simmons, 1963), which lists

the various different structures possible for a given sen-

tence. Especially significant are two systems already
tried with small subsamples of our data, programs by Kuno
(1964) , and by John Moyne of the IBM Boston Programming

Center.

(5) Statistical methodology is like psychometrics
i in having a great body of well-developed doctrine and
practice which may be brought to bear on the present problem.

An optimization solution may be sought with some standard

statistical techniques such ag‘multiple regression (e.g.,
Cooley and Lohnes, 1962); or in some sequential, decision-
making form, such as an operations flow with a series of
choice points (cf. Simon, 1964); or in some combination of

the two. The verbal protocols of human raters might lead

eventually to some appropriate combination.

-8~
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(6) Computer technology is very important in both

hardware and programming. Advances in machine design,

especially in larger memories and reduced costs, will make
feasible the more complex grading programs at more economi-
cal levels. But present equipment is adequate for exten-

sive exploration of the problem.

Great strides have also been taken in designing
software suitable for language processing. List-processing
third-level computer languages are especially appropriate,
: and at least three have been written which are extensions
of the FORTRAN framework: IPL-V, SLIP (Weizenbaum, 1963),
and DYSTAL (Sakoda, 1964). Another important list proces-=
sing language is COMIT (¥Yngve, 1962a, 1962b), designed
5 for such work as machine translation. A modification of
g COMIT has been made by Stone (1964) and his associates for

the "General Inquirer" system at Harvard. (After consider-

: able investigation of computer languages, the present program-

? ming was, except for minor subroutines, entirely done in
FORTRAN IV. This decision makes possible maximum versatility,
availability of programmers, and dissemination of programs.)
Two new developments in software promise increased ease of
programming within AEC. One of these is STUFF (Puckett,
1966) , which provides for string-manipulating functions
embedded in FORTRAN IV. The other is in PL/I list-pro-
cessing (Lawscn, 1967), which is promised in an early imple-
mentation of the IBM 360 series (which has been ingtalled

at the University of Connecticut in August,1967).

One of the present lines of work in the field is that
of the General Inquirer (Stone and Hunt, 1963; Stone, et al
1966; Ellis, 1964; Ogilvie, Dunphy, et al, 1962) . For cer-
tain purposes, a short dictionary of under 4,000 root words
has accounted for 90-98% of the ordinary written languages
analyzed by General Inquirer (Dexter Dunphy and Marshall
Smith, personal conference with the investigators December

22 in Cambridge, Mass.). Dictionary lookup procedures are

-9-




crucial to language-processing, and recent developments of
IBM. research promise speeds of dictionary reference up to
10,000 words per minute (Philip Stone, 1964). As mentioned

elsewhere in our proposal, studies by Simmons and others at
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System Development Corporatiomn, by Stolz and others at
Wisconsin, and by Kuno at Harvard have made progress in

relevant software development.

Still another major line of automatic language-proces-
sing appears to be the movement toward what may best be

called "computational humanism," especially concerned with

sy por O g g izt 3 ke

data processing to solve the kinds of problems (concordances,
attribution, influence, style) usually associated with
literary scholarship. This movement is rapidly gathering

momentum with conferences, workshops and institutes, and a

g ¥
G b s i b

beginning literature,. such as the recent book by Bowles

o

(1967) , or the emerging journal, Computer Studies in the

RN o it

Humanities and Verbal Behavior, now being printed by Mouton

? Press, of the Hague.

These six fields, then, contribute to the background
expertise which is producing a new and potentially useful
3 sub-discipline within educational research. The analysis

of essays by computer is seen to be based upon a number of

Qe BN P

. other disciplines, some going back into the nineteenth
century, but others part of the general growth of behavioral

science and computer technology within the last several

Spray 22 8
SRR

decades.

Objectives of the Research

In general, the objectives of the present study did
not lend themselves to the clear, Fisherian, "classical"
experimental designs, because not all operations could be
fcreseen. It did, however, permit clear procedures of
dynamic development and exploration at each stage of the

study, and clear verification of accomplishment at the end.

-10-
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Properly understood, these characteristics are not handi-
caps, but symptoms of large research scale. In a recent
paper, Baker (1965) pointed out that the larger and more
exploratory research project "must be inherently dynamic
and possess the ability to change its internal structure
without sacrificing the rigor of the design" (p. 15).

And another writer (Doyle, 1965) has recently stated that
as a study approaches the "basic research end of the
spectrum, it becomes more and more imperative to be free
to alter the plan. 1Indeed, in basic research altering
the plan ought to be a state of mind." With the present
work, it would be mistaken and even misleading to commit

the investigation prematurely to too narrow a path.

In general terms, the objectives of the present study
were as follows:

(1) To identify important characteristics of student
prose which are analyzable through specially devised com-
puter programs. These characteristics were to be aimed
especially at predicting human judgments of content, organi-
zation, style, mechanics, and overall quality.

(2) To develop computer programs for measurement of
these qualities, or variables related to them, as they
occur in school essays.

(3) To analyze the computer-generated objective data
in relation to subjective measures of the essay dimensions,
in order to improve the differential accuracy of evaluating
such essay dimensions.

(4) To develop through this procedure greater under-
standing of the human rating process, as applied to objec-
tively describable prose characteristics.

(5) To study those aspects of essay description which
appear most promising for useful feedback tc the teachers
and students. In other words, to begin exploration of the

feasibility of computer commentary about student essays.

-11-
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(6) To set forth larger strategies for the most

promising future exploration of computer grading of essays.

This report tells about the pursuit of these

objectives, in the following chapters.

-12-
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CHAPTER II

THE BASIC DESIGN

Some fundamental strategies of investigation were
designe? early in 1965, and employed in the first data
runs of Project Essay Grade (PEG I), financed primarily
by the College Entrance Examination Board. But that study
was intimately involved with the present one, and merged
into it, and completely separate reporting of research
done under the two sources of support would do some in-
justice to this continuity. Furthermore, although there
has been much reporting of all of this work in professional
publications, at scientific meetings, and in more popular
news media, there has not been a disseminable technical
report of any of it. Thus this report will at least

touch upon all of the work to date.

Rationale

We should begin with a general rationale concerning
the computer grading of essays. This presentation seems
necessary for two reasons: (1) The computer analysis of
essays seems to some a radical proposal, and is not treated
elsewhere in psychometric literature. (2) The investiga-
tors intend the present project to open a larger explora-
tion of such measurement and feedback, with possibilities

not at all limited to the present work.

In general, then, there appear to be at least two

dimensions of the problem of essay grading, with two general

approaches in each dimension. 1In the first place, there is
the content vs. style dimension. Are we interested in what
the student says (e.g., about the discovery of America by

Columbus), or in the way he says it (e.g., his use of punc-

tuation)?
exclusive, but they are useful concepts for our first

orientation (Page, 1966).

-13-
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In the second place, there is the dimension of rating

simulation vs. master analysis. Are we interested in an

actuarial approximation of the ratings of human judges
(e.g., in certain words statistically associated with high

ratings, even though not themselves regarded as an index
If so, we are essentially inter-

of correct expression)?

ested in rating simulation. Or are we interested in the

computer doing a "reading" of language and performing a

kind of informed and rational "Judgment"? If so, we are

speaking of the computer as master analyst, and of creating

a kind of "artificial intelligence.” These two dimensions

are pictured in Figure II-l.

I I
Content Style
A.
I-A II-A
Rating
Simulation
B.
I-B II-B
Master
Analysis

Figure II-1

Possible Dimensions of Essay Grading

Clearly the columns of Figure II-1 are not going to
remain unrelated to each other, since in some ways content
And the column headings given
Spelling, for example, is
" does not appear a

and style are inseparable.
are not completely satisfactory.
a consideration in Column II, yet "style

satisfying rubric for the marking of spelling errors.
Similarly, Rows A and B will not remain unrelated either.

As the investigation of simulation discovers variables which

are, empirically, more and more accurately correlated with

-14~




human ratings, the analysis will become more profound and
will grow closed to the "meaning” analysis eventually
necessary in Row B. The top row, then, suggests the
"actuarial approximation" to judging the essay, and the

2 bottom row represents the "master analysis" of the essay
itself. These rows represent matters of computer strategy
and objectives.

3 These rows need further explanation, because they are
very near the heart of the problem, hence are crucial to
understanding our progress to date in Project Essay Grade.
What we have taken as our first goal is the imitation, or
simulation, of groups of expert judges. How we reach this
goal of successful imitation is not the central question,
so long as it is reached, and so long as we can actually
match or surpass the human judge in accuracy and in useful-
ness. In attacking the problem in this way we are clearly
not doing a "master analysis" or generating measures of what
the true characteristics of the essays are, as ordinarily

discussed by human raters. Rather, we are content to settle

R LA Bttt & 2

3 for the correlates of these true characteristics.
To express this important distinction, we have been
forced to coin two words: trin and prox. A trin is the

intrinsic variable of real interest to us. For example, we

: may be interested in a student's "aptness of word choice,"

4 or "diction." A prox, on the other hand, is some variable
which it is hoped will approximate the variable of true
interest. For example, the student with better diction

. will probably be the student who uses a less common vocabu-
lary. At present, the computer cannot measure directly the
semantic aptness of expression in context, cr "diction."
But it can discover the proportion of words not on a common

: word list, and this proportion may be a prox for the trin

of diction.
: Or another illustration: We may be interested in the

complexity of a student's sentences, in the branching or

-15-
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dependency structures which he has the maturity to employ.
Such sentence complexity world, therefore, be a trin. But
the sentence-parsing progra. s for computers which exist
now are not completely satisfactory for our purposes. We
might therefore hypothesize that the proportion of preposi-
tions, or of subordinating conjunctions, constitute a prox
for such complexity. And we might therefore employ this
proportion, too, in our computer analysis.

One more essential, and the basic strategy of our first
essay grading project may be understood: We have begun by
saying that the basic evaluation of overall essay quality
must be human. But -which human? If only one expert English
teacher grades an essay, we Know that the judgment will not
be very dependable. We know that other judges will reach
a somewhat different conclusion, and even the same judge,
if he were grading it again, would probably shift his eval-
uation. The typical inter-judge agreement is represented
by a correlation coefficient of only about .50. On the other
hand, when a group of independent experts have graded an

essay, and when these grades are averaged, this average has

a rapidly improving dependability. When four judges, for
example, grade an essay independently, their average judgment
will correlate with the average of four other judges about
.80. So it is possible to get reliable human judgment of
essay quality. But it is extremely, prohibitively expensive
and time-consuming when applied to any large-scale testing.
However, getting a reliable human judgment is not too
expensive for a sample of essays. If we can find a way to
imitate, then, what the expert human judges do with this
sample, and if we apply this strategy to a computer program
for a huge number of other essays, we capture high quality
of judgment at low cost. And the techniques used to analyze
the judgment and reproduce it are essentially those already

so well developed in standard prediction problems.

~-16-
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The strategy, then, is very general indeed: if the
computer may be programmed to simulate some sample, the re-
‘ sulting algorithm may be employed on arbitrarily large
E numbers of essays drawn from the same population as the

sample. The validity of any evaluation and analysis will
then depend on basic conditions which are already very
E familiar, from measurement work, to the psychometrician:
i on the number of judges used to establish criterion evalua-
‘ tions; on their quality; on the "set" of the judges; on the
number of essays evaluated; on the nature of the essay
sampling; on the frequency and consistency of the proxes;
and so on. And powerful, well-understood statistical tools
, may be brought to bear on the simulation.
g One technique for such simulation, where the appro-
‘ priate weighting of each prox is unknown beforehand, would
be the familiar multiple regression, in which one cri* rion
: variable (in this case the human judgment, or trin) may be
optimally predicted by a discovered weighting of a number
of predictors (in this case, the computer proxes) . And
indeed, this general tool of multiple regression, implemented
by appropriate computer programs, has proved very powerful
for essay grading, both in the initial strategies and in
the later ones.

To summarize the general design, then: (1) Essays
to be evaluated must (at present) be key punched for computer
input. (2) These essays must be independently evaluated

by human judges (of any desired characteristics), on various

EALC AL

: traits (depending on the research hypotheses) . (3) Hypothe-
ses must be generated by other human experts, concerning the
programming of appropriate proxes for evaluation. (4) These
hypotheses, depending on convenience and promise, must be
programmed into the computer analysis. (5) The machine-
readable essays are passed through the computer, and the
proxes recorded for each essay. (6) These proxes are then

optimized for the best possible prediction of the pooled

human judgments.

-17-
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The flexibility of the general design is clear. It
allows for any appropriate selection of judges, any selection
of proxes, of traits to be predicted, of essays, etc. Thus,
this design has a great capacity for repeated use as our
knowledge of essay grading broadens and deepens, and as
its concerns expand to include all parts of the universe

of Figure II-1.

In this study, the attention first focused on simulation
of ratings of overall quality of style. Then the concentra-
tion shifted to ratings of various essay characteristics
(content, organization, style, mechanics, and creativity).

A variety of subproblems were considered, and hypotheses
tested, and phrase-recognition procedures were implemented.
And currently, attention is expanding to include subject-
matter knowledge exhibited, and more intensive linguistic
strategies. But the basic design is easily. adapted to these
and other shifts of focus, as research interests become more
sophisticated, and exhibit greater breadth and depth. In-
deed, even with the advanced strategies projected in the
final chapter of this report, it is difficult to imagine a
time when such actuarial strategies will not constitute an

important part of some final decision process.

-18-
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CHAPTER III

THE INITIAL PROXES

This chapter will describe more of the fundamental
thinking to date about computer analysis of essays at the
University of ‘Connecticut. First this report will con-
sider the 1965 work, which predicted judgments of the over-
all writing quality of a set of essays, and second the
later expanded work, predicting a more complete profile of
judgments on a number of essay characteristics or traits.
This particular chapter will be concerned with the sampling,

procedures, proxes, and programs devised for such analysis.

Sampling. The basic research design has been described
in Chapter II. Since there was great flexibility permitted

in selection of essays, and since the investigators were

eager to explore the parameters:of this field, a search was
conducted for essays which would have certain desired
characteristics. What seemed desirable were essays which
(1) were already written under carefully described circum-
stances; (2) had ratings by multiple human experts already
assigned, independently of one another; (3) were drawn

from a student population heterogeneous enough to furnish

a reasonable reliability for rating sums; (4) were long
enough to furnish stable measurements of at least some
prose characteristics; (5) were multiple for each student.,
so that some estimate could be made of test-retest relia-
bility; (6) were general enough so that findings might have
fairly wide applicability; (7) were accompanied by correla-
tive information about the students; (8) were representative

of a random sample of the target student population; (9) were

large in number.
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A sample of essays fulfilling most of these require-
ments was obtained in 1965 through William McColly, then
of State University of New York, Oswego. For an earlier
experiment in composition teaching, McColly and Remstad
(1963) had arranged for English classes at Wisconsin High
Schqol (Madison) to write four essays, on four different
topics, about one month apart. These had been indeed
(1) written under carefully described circumstances;
(2) given four independent ratings for "overall writing
quality"; (3) drawn from a heterogeneous student population,
representing grades eight through twelve, with an average
10 of about 114; (4) of an average length of over 300
words; (5) four in number for each student; (6) written
on rather common themes, such as whether the "best things
in 1lifz were really free", or whether "anger" could have
good uses; and (7) accompanied by fairly extensive informa-
tion about the student writers. Since they were from one
(rather atypical) high school, they could not be said to
represent a random sample from the secondary population of
the United States. On the othér hand, for such an explor-
atory research, the proposed experimental analyses were sO
broad that subtle interactions with ability levels, or with
other levels of student population, were believed of small
initial concern. Finally, the number of the essays was
substantial, with well over 250 essays for each of the four
writing sessions. For multivariate analysis especially,

large numbers of cases are very important.

The question of interjudge reliability is of great
importance, since any optimization technique, such as
multiple regression, must have a decently reliable criterion
if it is to produce any nonrandom results. The overall
ratings assigned by the Wisconsin judges had an average
interperson agreement of about .5, and an analysis-of-
variance reliability for four such judgments pooled of
around .83 (McColly and Remstad, 1963, p.49 ). This high
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a reliability would give the sums (or averages) a suffi-
f cient stability for use as a criterion.

" 3 Hypotheses and proxes. Having defined the criterion

: and established a suitable sample, the next important task

A bt

was to determine what hypotheses were appropriate, i.e.,
which of the available hypotheses could be shaped into
suj table algorithms to provide proxes for the multiple
vegression. Clearly, it would have been ideal if we could
have incorporated into a massive computer program nearly
the whole of standard texts on usage and rhetoric, such as
+he Harbrace Handbook (Hodges, 1951). That is, in one

sense, still the target of such work, but no one dreamed

AV o e

that anything approaching such a goal could be implemented

into the study at such an early time. The problems were

not simply economic and logistic. More importantly, they

stemmed from fundamental uncertainty about the nature of

& TR

language and of the human reading process. The present
status of such work will be considered under suggested
Here shall be discussed the sort of

future strategies.
thinking generated in conferences of consultants (Daigon, 1966).

The agreement between independent raters of the essays

will indicate the degree to which the essays themselves

} (rather than the independent personalities, moods, biases,
3 etc., of the judges) influenced the ratings. That is, the

inter-rater agreement is a function of the physical influence

5 of the word patterns of the essays. In principle, therefore,

" the computer is limited in its simulation of the group judg-
- ment not by any spiritual nature of the essay itself, but

- only by the extent to which the computer program can be
designed to reflect the group responses (Page, 1967Db) .

may be presumed to be related
These in-
with

A These group responses
to certain intrinsic characteristics of prose.

trinsic characteristics may deal with mechanics,
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organization, with diction, etc. They are described in
detail in prescriptive grammars, and elsewhere, and may be
further elaborated by the project's investigators and con-
sultants. On the other hand, some characteristics of
ultimate interest, some trins, may be unmeasurable with
present knowledge and technology, and some possible approx-
imation to them may be studied, in the hope that these
second-order variables will be correlated with the trins.

As one example, spelling may be considered a trin,
or almost so. The simplest effective strategy for analysis
of spelling with available computer technology was to use
a list of misspellings. A list of several thousand common

spelling errors in their misspelled forms (e.g., Gates,
1937, with later supplement) will, consultants agreed,

possibly account for many misspellings in high school papers.

_Each word in each essaymay be looked up in such a computer-

stored list, therefore, and a student's "misspelling score"
augmented by one point whenever such a word is encountered
for the first time. Not all student misspellings will be
discovered by this method, but scores so generated would

be correlated with the "true" spelling scores as might be
discovered by human examiners, and any given misspelling

is a trin. There are other availakle trins. Ungrammatical
combinations of words, examples of generally poor diction,
and other solecisms may be similarly discovered and tabu-
lated from comparison with such lists, and may also be

considered trins, considered individually.

on the other hand, what of the "less mechanical”

questions of content, organization, thought pattern? Let

us consider an example of a prox: The Harbrace College

Handbook (Hodges, 1951) contains a chapter on "the para-
graph." Surely the judgment of paragraph organization
is one of the loftier goals to which the project may aspire,

and a fully satisfactory simulation may be some good time

-22-
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away. But consider certain rules given by Hodges for the

paragraph. His Rule 31b is:

Give coherence to the paragraph by so inter-
linking the sentences that the thought may
flow smoothly from one sentence to the next.

(p. 330)

e A i

This rule is of course too general to affcrd much
help. But Hodges has given more prescriptive help in the

five sub-rules [each provided with examples not reprinted

here] :

S CAS S it (GAD Lereas %

(1) Arrange the sentences of the paragraph in
a clear, logical order.

: (2) Link sentences by means of proncuns referring
2 to antecedents in the preceding sentences.

AT

5 (3) Link sentences by repeating words or ideas
E used in the preceding sentences.

(4) Link sentences by using such transition
expressions as the following:

ANC MY IS AT e )

ADDITION moreover, further, furthermore,
besides, and, and then, likewise, also,
nor, too, again, in addition, equally
important, next, first, secondly,
thirdly, etc., finally, last, lastly

[etc., through cther longer lists]

(5) Link sentences by means of parallel structure
--that is, by repetition of the sentence

pattern. (pp. 330-335)

TG, (T 140,
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These rules suggested some good researchable hypotheses.

H AN b Ry 3N

Number (4), with its extensive list of words believed

4 appropriate to link ideas in different ways, was the most

convenient, and was researchable through a straight

'1‘:\:'« ERE R

dictionary~lookup procedure like that used for spelling.

The question is then to what degree such words may be a

P

% prox for the trin of paragraph organization. Similarly,
3 Number (3) may be researchable, if the repetition of words
is alone researched. The repetition of ideas would clearly

o

W
E>
L

3 depend on a dictionary or thesaurus beyond the scope of the

2
_,
£
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immediate project. For Number (2), a prox might be the
number or proportion of such pronouns occurring after the
first sentence in any paragraph. (The complicated questions
of proncun reference again depend on distant developments

; in semantic and syntactic analysis.) Hodges' other rules

é may perhaps be approximated rather remotely, but argue

for developing or adapting a syntactic sentence analyzer.

L By

Another example of a trin was word fluency. This
‘ variable was clearly difficult to measure mechanically,
A% since it would often depend upon semantic understandings,
and these were generally beyond the scope of available
technolegy. Nevertheless, possible proxes suggested them-
selves. Lists of "common words" exist (Lorge, 1959). The
words of essay text may be looked up in such lists and,
where unlisted, scored appropriately. The ratio of such
p unlisted words to total number of words may be included in

the multivariate analysis to determine whether it aids in

2 predicting evaluative rating. Or another approach, closer
f to a "content" analysis, would be to check for the presence

of certain words suggested by dictionary or thesaurus as
And ex-

synonyms or near-synonyms of some thematic words.

tensive work of this kind is currently underway in a new

phase of the research.

In short, the hypotheses for the trins underlying the

human ratings were very numercus, and preliminary thinking

U AR SR M g 1 b

of this sort, both initially ané through the following two

? years of work, occupied a fair share of the time of consult-
] ing experts. As always with multivariate research, it

- would be far too cumbersome to recount the entire chain of
thinking leading to each specific prox employed, yet some

4 explanation will be included in the next section. The most
r all trins was that the

s would tend to be written

obvious and general hypothesis fo

4 papers receiving better human mark
in a style more conformable with the standard textbooks.
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Hypotheses_and_proxes. The first 30 proxes which we
settled upon grew out of several considerations: (1) We
would first decide which trins were ideally measurable;

but as we have seen, such a list included almost the en-
tire handbook of usage, with most points defined very in-
tuitively. (2) We would then decide what short-cuts

might be taken to an approximation of such trins; where
these were easily manageable, they would be programmed into
the analysis. (3) We would furthermore have, from the
nature of our text analysis, a number of variables which
would be fortuitously and easily come by; and these might

be examined routinely for possible assistance in prediction.

Ordinarily, as almost all methodologists believe
(e.g., Tatsuoka and Tiedeman, 1963), research should be
primarily theory-oriented, i.e., directed by hypothesis
and associated deduction. Yet multivariate analysis does
not really lend itself to complete explication and text of
each separate hypothesis, and in general prediction research
would be unnecessarily and artificially restrained if it
were not permitted use of any convenient predictors, re-
gardless of the vagueness of rationale for their inclusion.
There were in this study a fair number of what might be
called, therefore, "proxes of opportunity."” Some data
about each of the initial proxes will be reported later.
Here they will be listed, and briefly explained.

1. Title present or absent. It was early noticed
that some students did write a title, and some did not.
It was guessed, provided there were a fair division on
this point, that the better students would be somewhat more
apt to compose titles; and there would be therefore an

expectable positive correlation with human ratings.

2. The average sentence length is a variable of
considerable interest. If a sentence is defined the way
the student writer defines it (that is, as a string of
words between non-abbreviating periods), then there is not
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much evidence to expect more than a slight correlation
with cuality. Kellogg Hunt, for instance (1966) , has

shown that mean sentence length remains fairly constant
with aavancing school age. On the other hand, it might be
supposed that a combination of sentence length and depend-
ency relations wculd be reasonably important; that sentence
length withcut such internal dependencies might be a sign
of the poor writer, the run-on style; but that sentence
length with such dependencies might be a sign of greater

language maturity.

3. The number of paragraphs will often be very small
for a really immature writer, just as other forms of
linguistic markers and conveniences will also be under-
utilized. Thus it was predicted that freguency of para-

graphs would be positively correlated with writing quality.

4. Subject-verb openings are the sentence beginnings
where the subject phrase is apparently first. Without a
parsing program, this variable was only approximated, and
it was done so on the assumption that the first word would
in the majority of cases ke adequate for decision. Any
pronoun, article, abstract noun, etc., will typically signal
a subject opening, whereas an adverb, subordinating conjunc-
tion, etc., will typically signal a left-branching sentence.
An essay's score on this variable, then, would be represented
as a ratio of subject openings to total number of sentences.
A common youthful failing is a stodgy, mechanical style
without variation, while the sign of the mcre mature writer
is a variety of sentence structures, depending on the purpose
of the sentence. Therefore the prediction was that the sub-
ject-verb proportion would be negatively associated with

writing quality.

5. Length of essay in words is surely a characteristic
associated with advancing maturity and skill; and it 1is a

conmonplace correlative of high ratings from human judges.
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Here the prediction was that essay length would help in
the prediction of the mark received, and would be positively

correlated with writing quality.

6. The frequency of parentheses might be supposed
characteristic, in a high school sample, of writing fluency.
: Among poor writers, many of these common tools do not seem
E to be a part of the available repertory, and it might there-
: fore be predicted for parentheses, as for other marks of
punctuation, that they would be positively correlated with
writing quality. (Here and for similar subsequent counts,
the frequency should be taken to mean a ratio of the item
: to the appropriate total of the essay. In this case, the
rumber of words is used as the control for length. Other-

wise, length of essay would be a hidden, contaminating

o aiaad . O
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factor in most of the proxes.)

7. Apostrophes are in a somewhat different category.
While it is plainly more correct to write DON'T than DONT,
it is somewhat better usage, or at least more formal usage,
to write DO NOT. Frequent apostrophes might be supposed to
mark a rather informal or casual style, and it might be
supposed that informality is on the whole negatively regarded

in a set theme assignment. On balance, therefore, apostrophes

were predicted to correlate negatively with writing quality.

: 8. The frequency of commas might be the most reliable
3 measure of the student's repertory cf punctuation facili-
ties, since commas are more common than any other mark. It

was predictea, then, that comma frequency would be positively

correlated with gquality in a high school setting.

9. The frequency of periods is not, like frequency of
commas, a mark of writing fluency, since it may be evidence
of short sentences, or of abbreviations. Neither of these

4 would be considered an asset in such a formal assignment.
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10. The freguency of underlined words was predicted
5 to be slightly, but positively, correlated with writing
] quality, under the simple assumption which also governed

parentheses and commas. Similar predicticns were made

for the focllowing punctuaticns:
11. Dashes
12. Colons

: 13. Semicolons

f 14. GQuotation marks

15. Exclamation marks

16. Question marks

BATAAT LI L E § 113 $5Awy SENAD T BT

and, ocut of order:

26. Hyphens

27. Slashes

17. Prepcsitions are an interesting frequency. In the

first place, it was nct possible to design an algorithm to

4 be very sure about tke accuracy of category. For the initial

§ programs, a word was a "orepositicn" if it was found in a
computer-stored dictionary of prepositions, though to the

human expert it might be serving as an adverb or subordina-

ting conjunction, etc. Prepositions are common words, of
course, yet it was predicted that they would be positively

3 associated with writing quality, simply because their fre-

3 quency would imply dependency substructures within the

: senterce. When sentence length is held constant, as was
noted for #2 above, one might suppose that preposition fre-

quency would vary positively with quality.

18. Connective words, such as nevertheless, however,
and also, were assumed to characterize language marked by

complexity of relationship, and thus were hypothesized to

correlate positively with writing quality.

-28-
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19. Spelling errors are of course +he most obvious
and objective characteristic of writing which is poor
mechanically. In this test, no attention could be given
to the errors which are simply misplaced homophones (such
as THEIR and THERE), nor to other errors which were guessed
low in frequency. Rather, the list consisted of some of
the commonest misspellings which are wrong in any context
(e.g., THIER, BELEIVE, DONT). And the assumed direction
was that there would be a negative correlation between such

occurrences and the human judgment of writing quality.

20. Relative pronouns are another set of words used
by able writers to marshall and interrelate their thoughts.
Therefore it was predicted that there would be a positive

correlation between such words and essay quality.

21. Subordinating conjunctions were similarly ex-

pected to correlate positively with essay gquality, for the

same reasons as those above: that such words are important

and relatively advanced tools for imbedding sentences and

relating one thought to another.

22. The proportion of common words in an essay was

determined by mechanically looking up
Hall (1948) list of common words, and dividing the number

of such occurrences by the total nuaber of words in the

essay. Setting aside misspellings (some of which would

be caught by other dictionaries), we would expect that
s not on such a common list would probably
and

those essay word
be less frequent and more discriminating selections,

would usually represent better diction. Therefore we pre-

dicted a negative correlation between such common words

and essay quality.
23. The occurrence of a sentence with a missing final
period is very hard to find, with present computer programs.

However, at the end of a paragraph, a missing period is

~29-
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obviously easy to detect, and this mistake does occur
among very immature or careless writers. It would be pre-
dicted that where such an error did occur, it would be

negatively correlated with writing quality.

24. This item, declarative sentences type A,
and the next item, treat an attempt to locate sentences
where question marks are mistakenly omitted. Any sentence
ending with a period was here taken to be a "declarative”
sentence. Then the first word is examined to ascertain
whether the sentence might be interrogative in syntax. If
the sentence begins with any of the common guestion intro-
ducers, such as WHO, HOW, WHERE, etc., it is taken to be a
ndeclarative sentence type B," meaning that there is a
boolean conjunction of a possibly interrogative first word
with a non-interrogative terminal punctuation. A "declara-
tive sentence type A", then, is one in which there is no
evidence for interrogative sentence either in the first
word or in the terminal punctuation. From this algorithm,
then, the sentence is consistently declarative, and may be
better correlated with the criterion that would be the type

g sentences.

25. TFor these "declarative sentences type B," there-
fore, one might predict, if anything, a negative correla-

tion with quality.
26. - 27. Punctuation marks, already discussed above.

28. The average word length in letters might be pre-
dicted of considerable actuarial importance, because we
know from Zipf's law that word length is correlated with
word rarity, and word rarity may be presumed correlated
with broader vocabulary and more accurate diction. Thus

the predicted relationship with quality would be positive.

29. The standard deviation of word length might be
presumed to be highly correlated with the length itself,
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but it was thought that the additional information about
dispersion might add to the total regression. This prox
would also be predicted to correlate positively with the

criterion.

30. The standard deviation of sentence length would
not be presumed, necessarily. to correlate very closely
with the length of sentence, since it is a common observa-
tion that many persons write consistently short sentences,
or consistently long ones. What would appear ideal is
mixture of long and short sentences, as appropriate to the
context, and one would therefore predict a standard devia-
tion of sentence length which would be positively associ-

ated with quality.

In summary, these initial proxes were justified partly
on rational grounds, partly on common sense observations,
and partly by expert opinion. As we shall see later on,
most of the predictions were discovered to be in the right
direction, though not all; and some were considerably less

or more effective than we had foreseen.

The Computer Program. Having decided upon the basic
proxes for the first studies, it was necessary to choose
a programming language for their implementation. This is

not a trivial decision, since the world of "natural-language"

programming, -as it is called, has been and is a rather
chaotic one. For some large-scale researches, through the
past years of programming for natural language analysis,
efficiency has been extremely important, both for time and
m.ney considerations. Consequently, some of the most
important work in language translation (see Oettinger, 1960),
linguistic analysis (Garvin, 1963; Borko, 1967), content
analysis (Stone et al, 1966), and information retrieval
(Becker and Hays, 1963) has been programmed in symbolic
languages close to the machine, such as FAP or MAP. And
these low-level languages not only make changes difficult
and buggy, but also are extremely difficult to move from
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one machine configuration to another. Such programs are of

; little help to the new researcher in natural language work.

At the other extreme are high-level and sometimes quite

PR P PR

abstract languages which have been used for frontier work

in psychology, management science, linguistics, and arti-

A AP TIAL AL

ficial intelligence. Such languages are COMIT, IPL-V,

3 DYSTAL, LISP, SNOBOL, and SLIP. These and others have been
1 designed for list-processing, dynamic-storage applications,
and often pay heavily in speed and convenience for the
flexibility and elegance suitable to such applications.

These were also surveyed rather extensively for any suita-

SRR A

bility for our system needs.

Ultimately, the choice of programming languages for
such a purpose should be governed by these rather over-
lapping considerations: (1) Is it easy to program, and
easy to modify? (2) Are the relevant programming skills
| already available in the research team? (3) Will the pro-
general outlive the rapid and inevitable machine
across the years? (4) Will other researchers be

S

gram in

changes
able to adapt it easily? (5) Is it natural to our own

E;
: systems tape? (6) 1Is it a mnemonic language, easy to

comprehend?

In light of such considerations and after some false
starts with COMIT, the investigators decided upon FORTRAN

IV, for the following reasons: Our own computer installa-

ERAT e L0
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tion at the University of Connecticut, was at that time
a rather new IBM 7040, with extensive FORTRAN IV facilities
as part of the regular system tape. FORTRAN was the most-

widely used programming language in the computer world,

3 with large numbers of available programmers. It further-

more promised to be available at almost all large computer

3 centers for years to come. It is relatively machine-inde-
é pendent, with the exception of a few considerations of

word-capacity and other matters.

-32-




Especially, FORTRAN seemed suitable because, when our

problem was spelled out carefully, list-processing and
dynamic storage were not yet necessary to anything we wished

to accomplish. Such facilities are excellent conveniences

for certain types of problems; but the better we came to

understand our early needs, the more obvious it was that
we needed the following:

(1) A way of organizing character strings into
ordinary alphameric arrays, each row of such an array re-

presenting a recognizable "word", in the usual language

sense. This organizer would also need to set aside punctu-

ation marks and other non-words.

(2) A way of reading special dictionaries into
immediate-access storage, for easy comparison with the
words of the student text.

(3) A way of efficiently counting occurrences of
such dictionary words, for any student sentence and any
essay.

(4) A way of checking on various other, non-dictionary

events in the student text.

(5) A way of summarizing the proxes for an essay.

4

These general goals are shown in only slightly more

rigorous a way in Figure 1I1I-1, which is a flow chart of

Here it is seen that our
and were stored
For

PR 1l KL LT LR RS By

the first program outlines.
dictionaries were input in punched cards,
in core, in what are called double~precision arrays.
many readers, this requires some explanation. The core

storage of the IBM 7040 was at that time limited to 32,000
sister was limited to

LA R SR DA R P e Gl gty DL SRR

computer registers, in which each re
six characters of the alphabet, number system, punction

set, etc. While the average English word (in running text)

is between four and five letters in length,
roportions of common worxrds)

RN sl

PRTVR QR TSR

the average

: dictionary word (with small p
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FIGURE III-1

GENERAL FLOW CHART FOR FIRST PROGRAM
PROJECT ESSAY GRADE
(ESSAY ANALYSIS)
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will naturally be longer, and words will often be too long
to fit within a six-character register.

For this reason use was made of a facility of FORTRAN
programming called "Jouble-precision" addressing, which
permits a set of two such six-character words to be
addressed as if it were one. This scheme permitted English

words to be packed in up to 12 characters, but truncated

any words longer than 12.

Since each word was originally read in from a punched
card, 80 characters in length, the first problem of pro-
cessing a sentence was to reorganize these characters into
words. Such markers as spaces and punctuation permitted
identification of such words, and these were then "packed"
from the loose original array, which was organized with one
character in each computer register, into the denser 12-
character registers. Then these text words could be
compared with the dictionary words by comparing the first
six-character register of each word. If a match were made,
the second six-character register was also examined, and
if another match were found, a hit was recorded for the
particular list examined. This method of "packing"” such
words, then, permitted two economies: a large economy of
space, since 1000 English words could be contained in only
2000 computer registers; and a large economy of time, since
a match of the first six letters could be made in just one

arithmetic comparison of one cell with another.

As is shown in Figure III-!, the student essays
were also input in punched cards, and the eventual proxes

were output in punched cards as well. (Later systems are
tape-based.)

This original FORTRAN IV program, as modified and used
throughout the length of this present report, is listed

with considerable comment in Appendix A. Since the

accompanying documentation is fairly extensive, we
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shall not describe the program in any great detail here,
although it is obviously one substantial product of the
work. In general, however, the effort was to make a pro-
gram that would be: (1) efficient, so that expenditure

of time would not be too great; (2) modular, so that it
might be easily understood, and altered as circumstances
would require; (3) general, so that dictionaries, numbers,
functions could be easily changed; and mnemonic, so that

variable names would be reasonably easy to learn and
remember.

An example of the modular and mnemonic nature of the
program might be seen in the function which searches for
a given text-word in any particular dictionary. This func-
tion is called INTABL, and appears in statements of the

form:
IF (INTABL (WORD, PREP, 100)) GO TO 900

Here the argument WORD refers to the particular essay
word to which the DO loop has brought us in our data pro-
cessing. Let us say that such a word might be AFTER. The
argument PREP refers to the sub-dictionary containing pre-
positions, which is stored in core, and may be quickly

searched. 2nd the argument 100 is the (maximum) length of

that list of prepositions. The function INTABL causes the

program to transfer to a subroutine, which makes a search

in that list called PREP for the word (in this hypothetical
case, for the word AFTER). If the word is found in the

list of prepositions, then the function INTABL is "TRUE,"
and the command of the IF statement is followed. 1In the
present case, this means a transfer to statement number 900.
If the word AFTER had not been found in this subdictionary,
then the operation would have moved to the next statement

following the IF, whatever that might be.

The manner of the search may also be of some interest,
since dictionary look-up is surely one of the principal

operations in the precgram. 1In a completely random sequence
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an exhaustive search would have to be made through the list
in question; this would be much too inefficient. Rather,
some advantage may be taken of the alphabetical segquence,
and of the fact that the order of the letters corresponds
with the size of the binary numbers in which the letters are
represented. This means that early letters (such as A)

will be represented by low binary numbers (with many zeroes).
This also means that a word may be easily compared with a
given spot in the list, and it may be said whether that
word matches it, or may be earlier in the list, or later.
This is sometimes referred to as "equal to-less than-or

greater than" comparison.

Such a comparison permits several techniques. The
most obvious is to plod through the list until the point
is reached where the word should be, alphabetically speak-
ing. If it is not there, then the operation may be re-
turned to the main program, with the value FALSE. This
technique of using the alphabet in a straight linear search

will, then, obviously save about half the search time for
the word in question.

A more advanced search technique, however, is what
is called a binary search. This operates by going at once
to the middle of the list, and making the comparison at that
point. If the word is earlier, then the first half of the
1ist is divided, and a comparison is made with the list at
that quarterpoint. The list keeps being narrowed by half
each time a comparison is made, so that very soon the
comparison is narrowed to a single word: 1if the text word
does not match the list at this point, the operation re-
turns to the main program with the value FALSE. Such a
binary search obviously capitalizes on the great economy
of the exponential number. And this is an economy which
rises rapidly as the dictionary increases in size. The
number of comparisons made will be about the logarithm base

2 of the number of words in the dictionary. That is, if D
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is dictionary size, and D = 2n, then n is the number of

Hé comparisons required, in the usual case, to ascertain

‘ whether any word is present in the dictionary. Then if a
dictionary is 16 words long, about four comparisons will
locate it. This may not seem a large saving over the
linear alphabetical search; when the time is added to
compute the next comparison. But if a dictionary is 2,048
words long, a mere 11 comparisons will locate a word's
proper space, and this binary search yields a great saving

indeed.

Other lookup techniques, some even more economical in
time, are discussed elsewhere (Hays, 1967, Chapter 5).
Without such efficiencies as binary search, practical
essay-grading would be prohibitively expensive, A

number of other efficiencies were introduced into this

T

program as well.

Preparation of the text. As we have said, eventual

implementation will require some fairly direct input pro-
cess from the student to the computer, at least for ordinary
classroom use. For research purposes, we had these key-
punched by clerks at the University of Connecticut, accord-
ing to a fairly obvious format. Since at that time our
key-punch machines had no upper-lower case differentiation,
all typing was in capital letters. Also, the punctuation
set was not complete, so that we employed the following

conventions:

R TAR G e gih i Friiatas

Name Typewritten Machine Convention

Period . .
Comma ’ ’
Semicolon : .

3 Colon : .

: Exclamation . X

/ Question Mark ? .Q
Italics __w (/) XXX
Dash - ~-
Apostrophe ! @
Quote " *
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Of course, these made no important difficulty in the
programming, since two consecutive symbols are very easy
to look for. 1In order to distinguish a period (abbrevia-
tion) from a period (end of sentence), we looked for two
spaces after it, and took that to mean end of sentence.
Similarly, a new paragraph was signalled by four blank

spaces at the beginning of a new line.

Key-punching of these essays proceeded at about the
speed expected of ordinary typing, although verifying might
take somewhat longer than ordinary proof-reading. What
was more time-consuming was that the clerks were under in-
struction to type the copy literatim, that is, including
every last mistake of the student in spelling, punctuation,
and word'order. This took time, of course, because it

would be contrary to the habits of a career devoted to

eliminating such mistakes.

The most important aspect of the text preparation was
that nothing was done to the text which was not required
for it to be machine readable. In no case was any human
coding of it done for any purpose of the subsequent research
(for example to identify verbs, nouns, etc.). This means
that the copy to be read by the computer was in almost
every obtainable way just what the student himself would
presumably have written, if he had known how to typewrite
and had typed it himself on the key-punch.

Summary. This chapter has elaborated the sampling,
hypotheses, proxes, programs, and procedures for the in-
vestigation of machine analysis of essays. And the princi-
pal program so fundamental to the work is found in Appendix
A of this report. The next chapter will treat some results

of importance from such analysis.
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CHAPTER IV

PREDICTING OVERALL QUALITY

This chapter will describe some of the findings, and
implications of the findings, from the attempt to predict
the rating of overall quality of writing. This describes work
done in 1965, 1966, and 1967, largely concerned with the
data from the Wisconsin study, which has formed a focus

for much of the research on style up to the present time.

Human ratings. As has been made clear from Chapter

II, the principal strategy of the work has aimed at the

simulation of human judgments, and these human judgments
The instructions used for

are therefore very important.
the ratings in Wisconsin were described by McColly and
Remstad (1963). They asked for ratings on "overall
quality", and they had four independent judges for each
essay, and four essays for each student subject. The
individual judges were qualified, but their personal
characteristics are not of much importance for our study,
and the so-called "individual" ratings revresent a kind
of statistical artifact. That is, when essays are re-
garded as rows, and the judgments are represented in four
columns, each of these columns is a kind of composite,

since it may contain ratings from many of the judges used

in the Wisconsin study. Each particular element in the

column is a rating by one human judge, but the column as

a whole may be the contribution of many such judges.

With this understanding, it is still worthwhile to
observe the agreement among these statistical judges.

For our purposes, we chose two essays to focus upon, writ-

ten about one month apart from each other. One was writ-

ten on the question cf whether the "best things in life
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were really free," and the other on the "uses of anger."”
These will be called Essay C ("Free") and Essay D ("Anger").
For Essay C, the interjudge agreement is shown in the

upper-left gquadrant of Table IV-l.

Here the kind of agreement among judges is shown which
is usually found for independent, subjective evaluations
where there has been a certain amount of coaching, here

ranging around .50 correlation of each individual judge
with his peer.

It is to be expected that increasing the number of
judges will increase the .correlations, since it eliminates
some random error from the judgments. To demonstrate this
improvement, we have combined the columns of judgments
in various ways, to find the effect of increasing the
judges to two. When Column 1 (standing for the first
columns of ratings for Essay C) is pooled with Column 2,
this sum, shown in Column 5, may be correlated that of C3
4+ C4, shown in Column 6. The discovered correlation is

.66, clearly higher than that between any two columns
considered singly.

Additional comparisons may be made in a similar fashion,
when the sum of Cl + C3 is correlated with the sum for the
other columns. In fact, it is obvious that g = 6 such
comparisons can be made, and the results (in natural order)

are: .66, .67, .70, .70, .67, .66. A more complete list-
ing of such intercorrelations, both between human judges,

between human judge pairs, and between the single and com-

bined columns, is shown in other cells of Table IV-1. Other

parts of Table IV-1 will be discussed later in the chapter.

From psychometric theory, as well as from such empiri-

cal evidence, we would expect that the reliability of all

four columns summed together would be higher still. When

such a summation is done, however, it may no longer be

correlated with others in the same fashion, since all of

the data have been used. It is nevertheless possible to

estimate such reliability through an analysis of variance
-4]1-
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of the columns, and such analysis was reported by McColly
and Remstad, producing a reliability coefficient of about
.83 for each of the two essays we are concerned with.

Such a reliability is not very impressiva for such an ex-
pensive rating process, but it is typical of such evalua-

tion, and it does furnish an adequate target for the multi-
ple regression of the proxes.

Having two different essays from each student writer,
we may collect a certain amount of information about both
individual and group stability across trials. Table V-2
shows the means and standard deviations for the two stu-
dent essays, first for Eésay Cc ("Free"), then for Essay D
("Anger"). As explained previously, these proxes as shown
here are not the raw frequencies for the essays, since such
frequencies would have usually a large contaminating factor
of essay length. Rather, they are the scores as converted
to ratios and then multiplied to make a positive integer

in each case. The transformation formulae are given in

the FORTRAN program, printed in Appendix A.

The proxes employed have been previously described in
Chapter III, and the reasoning employed for each, together
with a prediction of the anticipated direction of correla-
tion. These proxes were measured in the D essays, using
an earlier version of the program listed here in Appendix
A, and these proxes were then used in a multiple-regression
analysis to predict the human judgments for Essay D. Among
the aspects examined were the correlation of each prox
with the criterion, the beta weight contributed by each
prox, and the test-retest reliability of each prox. This

information is summarized in Table IV73.

In this table, Column A lists the proxes by title,
and in the same order as described in the last chapter.
Column B shows the correlation of each prox with the crite-
rion, which was the sum of four human ratings for each
And Column D indicates the test-retest reliability
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: TABLE IV-2

MEANS AND STANDARD DEVIATIONS OF
THE PROX SCORES

3 Proxes Essay C Essay D

3 Mean St. Dev. Mean St. Dev.

1. Title present <90 29 +83 .38

2. Av, sentencz length 176079 1&1091 175.h8 u085

. 3. Mumber of paragraphs 5.47 2.1i 5.16 1.90

z L. Subject-verb openings 49.27 14.Q1 45.01 12.36
5. Length of essay in words 3970100 112062 361032 1011»0“

: 6. Number of parentheses 2.02 Le55 1.67 4.09

1 7. Number of apostrophes 9.62 9.20 8.75 8.28

: 8. Number of commas 48.81 22426 L40.97 21.64
3 9. Number of periods 56.70 12,36 58.25 ~ 12.20
} 10. Number of underlined words 1.74 3.65 1.42 3426
11, Number of dashes low k.50 1037 3039

E 12. No. colons 057 1059 ol}? 1072
13.- No. semicolons 1.54 289 1.22 2.73
4 14 No. quotation marks 293,19 275.16 114.45 156.48
3 15. No. exclamation marks 8.61  23.36 11.06  34.00
16. No. question marks 53,35 70.97 25.46  49.37

17. No. prepoaitiona 9.73 1076 80% 1080

18, No. connective words «35 o51 ki3 58

19. No. spelling errors A1l 31 12 o34

3 20. No. relative pronouns 2.03 1.05 1.93 .96
21. No. subordinating condao 2022 low 2089 lolh

22. No. common words on Dale 8l1.89 Le.58 - T9.17 5.09

E 23. No. sents. end punc. pres. 99.07 3.23 99.52 1.82
214-0 No. declar, sents. type A 920'45 80‘08 95-0‘48 6.35
3 25. No. -declar. sents. type B »56 1.63 61 2.11
26. No. hyphena 2053 - ‘0069 1095 309‘0
27. No. slashes »05 39 .10 59

1 28, Aver. word length in ltrs. ‘023077 230)41 ‘}38036 %0&7
30, Stan. dev. of sent. length 8256 29.63 78.07 31.83

NOTE: These means and standard deviations are based upon the trans-
formed scores, altered so that every individual score would be &
positive integer, and would usually express & relative rether than
an abdsolute frequency.
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TABLE IV-3

FENI P LN Rt A%

PROXES USED TO PREDICT A CRITERION
OF OVERALL QUALITY (ESSAY D)

A. B. C. D.
| Proxes Corr. with Beta Test-Ret. kel,
: Criterion Wtse (Two essays)

1. Title present 04 .09 .05

2. Av. sentence length OL -e13 .63

5 3. Number of paragraphs .06 -.11 42
4 L. Subject-verb openings -.16 ~.01 «20
3 5. Length of essay in words, 032 32 ¢35
i 6. Number of parentheses A -, 01 o2l
i3 7. Number of apostrophes -e23 ~-.06 42
h 8. Number of commas A .09 .61
9. Number of periods -.05 -.05 57

10. Number of underlined words 0L .00 022

11. Number of dashes 022 .10 olidy

12. No. colons «02 -.03 29

13. No. semicolons .08 .06 e32

14, No. quotation marks 11 Ol 27

15. No. exclamation marks -.05 .09 «20

160 NO. question marks "‘olL} 001 029

17. No. prepositions 25 .10 27

: 18. No. connective words .18 -.02 o2y
< 19. No. spelling errors -e2l -ol3 023
20, No relative pronouns o1l o1l 17
F 21. No. subordinating conjs. -.12 .06 .18
/ 22. No. common words on Dale ~o4i8 -.07 .65
3 23. No. sents. end punc. pres. -0l -.08 A
2, No declar. sents. type A 12 A o3h

. 25. No.declar. sents. type B .02 .02 .09
4 26, No. hyphens .18 07 «20
4 27. No. slashes -.07 -.02 -.02
g 28, Aver. word length in ltrs. o5l .12 .62
26, Stan. dev. of word length 053 30 Nl
’ 30, Stan. dev. of sent. length -.07 .03 48

#Number of students judged was 272. Multiple R against human criterion
(four judges) was .71 for both Essay C and Essay D (D data shown here).
F-ratios for Multiple R were highly significant.

ko Ak
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for the proxes, that is, the correlation between Essay C
and Essay D for the proxes, as a measure of writing habit,

"3 or stability of writing behavior, in the student writers.

F Overall prediction of the proxes. In multivariate

% analysis, it is often pointless to elaborate a hypothesis

] for each predictor, and to explain how each variable met
expectations, or failed to do so. But it may be instruc-
tive to note how well the predictions fared as a whole.
While some of the predictions were very tentative and loose,
and while many of the variables obviously had only a non-
significant relation with the criterion, some estimate may

be made of the overall sﬁcdess of the predictions.

NIV AR o s

In general, the predictions were quite accurate,
notwithstanding the obvious large random errors in the
; relationships which are evident in the table. The degree
of success was examined and the results are shown in Table
IV-4, which displays a contingency diagram for the direc-
- tion of prox correlation with the criterion (positive or
negative direction), and shows the relation between the
predicted and discovered directions. Here the number of
agreements is seen as 21, and disagreements .7. As is also
shown in Table IV-4, the chi square was computed to be
b 3.12, which, with one degree of freedom and the assumption
that a one-tailed test is appropriate for such agreement,
is significant at the five per cent level of confidence.
One may conclude, therefore, that most the predictions

were significantly in the correct direction.

Correlation with the criterion. It does not make

much sense to describe a summary table in any detail, but
it is useful to comment on a few outstanding points. As
was explained in the last chapter, many of the predictors
used wvere "proxes of opportunity", and it is not surprising
that they were relatively unproductive. This is generally
true for the large number of punctuation marks. The more

| major contributors to empirical prédiction were usually

forreseen.
...46_




TABLE IV-4

THE DIRECTION OF CCRRELATIONS OF PROXES
WITH THE CRITERION:
PREDICTED AND OBSERVED FRECUENCIES

Predicted

Obgerved

N = 28, since two variables were not predicted.

N( 4D - EC --g-)z

xR = = 3,12 (significant).
(A+B) (c+D) (4+C) (B+D)
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The average sentence length was anticipated, from
other literature, to be more important in a multivariate
than bivariate way, and this is apparently the case. But
these higher-order relationships, which are only hinted by
the beta weights and intercorrelations, are very difficult
to articulate. The length of essay in words, number of

commas, number of prepositions, number of connectives,

" relative pronouns, spelling errors, common words, and long

words were all in the anticipated direction.

On the other hand, there were some surprises in the
data. The number of guestion marks was predicted to be
indicative of variety in style, yet was a negative pre-
dictor. On the second set of essays analyzed, however,
it has moved from ~-.14 to .08, which implies that there
may be an interaction of this feature with the wording of
the assigned topics, or of the accompanying instructions
to the student writers. Such an interaction becomes
plausible in light of the interrogative wording of the

"Free" question.

Another sur-rise was the negative correlation with
the criterion fo variable 21, the proportion of subordin-
ating conjunctions. The assumption that the proportion
would reflect complexity, and that complexity would be re-
lated to maturity of style, was not destroyed, but it surely was
shadowed by the negative correlation of -.12 for the D
essays. Here an interaction with topic is not a plausible
explanation, since for Essay C the discovered correlation
had moved only slightly, to -.06. It is worth note that
for both essays, when the other predictors are taken into
consideration, the beta weights for subordinating conjunc-
tions are both positive. But here again, explanation of
such higher-order effects are difficult to ascertain. It
is probable that the explanations of this surprise should

be pursued in the specific words in the list of subordina-

' ting conjunctions, and in further syntactic anzlysis of the

sentences where they are used. This sort of exploraticn is
further discussed in the final chapter of this report.
-50-
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Surely the question of fluency is a most important one
in the evaluation of essays. Two strong arguments for some
general trait of prolixity appear in the importance of word
length and essay length ~~ the first being the highest
correlate with the criterion, the second yielding the high-
est beta weight. And these relative positions are main-
tained for the C essays, as well. So that such comparisons
may be easily made, Table IV-7 contains the prox informa-
tion for Essay C, the "free" essay. Column A has of course
the title of the proxes. Column B shows again the correla-
tion with the criterion. And Column C displays the beta
weights for the proxes, when all variables are used to

maximize the prediction of overall human judgment.

This table (IV-7) has the same status as Table IV-3,
for the D essays. The D essays were presented first only
because, historically, they were analyzed first. 1In fact,
what they have in common is at once apparent to the naked
eye. Most of the important correlations with the criterion
are maintained in Table IV-7, and most of the important beta
weights have sustained their contributions with the second

essays.

Multiple regression. From the standpoint of overall

simulation, the multiple correlation obtainable for the
pooled human judgments is the primary goal of the analysis.
For Essay D, the multiple-R achieved was a rather startling
.71. And when it was possible to perform the same analysis
for Essay C, although there were obvious changes as we have
seen, the resultant multiple-R was once more (coincidentally)
just .71. This coefficient means that for this set of
proxes, and for these sets of essays, the correlation be-
tween the human ratings actually achieved, and the "pre-

dicted" ratings generated by the discovered beta vector,
would be .71. Civen the looseness of human rating, and
the pooled human reliability of only .83, the multiple re-

- gression coefficient is encouraging in the extreme.
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TABLE IV-7

PROXES USED TG PREDICT i CRITERION

OF OVERALL GUALITY (ESSAY C)

26
3e
Le
De

6.

8.

9.
10.

11.
12,
13.
14.
15.

16.
17.
18,
19.
20,

2l.
22.
23
2.
25.

26,
27.
28,
29b

30.

Ao
Proxes

Title present

Av. sentence length
Number of paragraphs
Subject-verb openings
Length of essay in words

Number of parentheses
Number of apostrophes
Number of commas

Number of periods

Number of underlined words

Number of dashes

No. colons

No. semicolons

No. quotation marks
No. exclamation marks

No question m&rks

No. prepositions

No. connective words
No. spelling errors
No. relstive pronouns

No. subordinating conjs.
No. common words on Dale
No. sents. end punc. pres.
No. declar. sents. type A
No. declar. sents. type B

No. hyphens
No. slashes
Aver. word length in ltrs.
Stan., dev. of word length
Stan. dev. of sent. length

[
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e C.
Corr. with Beta wts.
Criterion

.03 .06
~.07 .09
.08 -.02
-001 009
o25 .03
"005 “005
°016 “009
036 “029
0L ~.01
“006 007
031 “015
ol4 -.06
.09 o17
012 !'012
-.Ob, "'009
008 “005
016 "006
11 .10
"'021 001
.01 .10
“006 025
'037 015
12 o3
-.00 -.05
“005 oll
026 “'om
003 .'00
37 -.03
k5 26
008 009
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As is well known, however, we should not expect all of
this accuracy if we took new =ssays and applied the dis-
covered beta weightings to them, to predict their human
ratings. For any set of scores, Or any set of resultant
correlations, contains not only true variance associated
with the variable, but also a certain amount of error
variance, randor for the particular subjects concerned,
which will not ordinarily be found with a new set of human
subjects, or essays. The true variance gives us informa-
tion which will be subsequently useful. But the error
variance is also capitalized upon by the analysis, and a
certain portion of the multiple-regression coefficient,
and of the contributing beta weights, will spuriously
seem to contribute, but will not stand up in a replication.

When one does run such an analysis, then, and subse-
quently cross-validates the weightings with new data, the
resulting predictions will not correlate as highly with
the criterion as one might hope. The statistical loss is
commonly spoken of .as "shrinkage" and has been widely
treated in the literature (e.g., McNemar, 1962) . Fortu-
nately, empirical cross-validation is not always necessary,
since the performance of such data may partly be predicted
mathematically. As one would suppose, the larger the num-
ber of subjects, the more reliable the multiple-R will be;
but the larger the number of variables (given the same
number of subjects), the less reliable the multiple-R will

be.
The Paulus tables. Since our work of essay analysis

continues to be heavily dependent upon multiple regression,

Dieter Paulus has made an investigation of the behavior

of such data, given a varying N of subjects, and varying n
of variables. Some of his findings are set forth in a
usable form in Tables IV-8 and IV-9. Table IV-8 shows the

minimum Multiple R coefficients required for significance
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5 4652 ,3815 3308 .2963 .2703 L2509 2346 L2099 L1916 .1659

.f;;.;

k£
‘ TABLE IV - 8 vi:
i‘ MINIMUM MULTIPLE CORRELATIONS REQUIRED 3
FOR SIGNIFICANCE AT THE .05 LEVEL 143
SAMPLE SIZE :
E NUMBER W
4 PREDICTORS 50 _ 75 100 125 150 175 200 250 300 400 §
ig 5,

10 .5898 4861 .4221 .3788 3460 .3215 .3008 .2694 .2459 .2131
15 .6828 .5635 4901 4426 JLOLT J37h6 (3498 3143 2870 L2495
20 L7565 6282 .5485 4942 L4513 4180 .3925 3521 3217 .2790
25  .8207 .6858 .599L .5388 .4927 .4578 4290 .3851 .3520 .3046
30 .8751 7337 6429 .5778 .5301 4929 .4622 4151 .3796 .3287
35  ,9227 .7790 6831 .6166 5641 5249 .492h 4415 4039 L3498

5 T AP L Py
S e v

B R LR 4 AL SRt LA A Lt S
L0 S0 o B DAL X7 Vi
DEIMAS, e DR

40 .9623 .8189 ,7203 .64L92 .5958 .5536 .5183 .L648 L2685  .3707
L5  .9923 .8568 .T549 .6812 .6261 .5809 5455 L4897 JLAT1 3875

50 .8906 .7875 7118 6540 .607L 5694 .5115 .L6BL 4063
-54-~ f
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TABLE IV - §

MINIMUM MULTIPLE CCRREIATIONS REQUIRED
FOR SIGNIFICANCE AT THE .O1 LEVEL

| SAMPLE SIZE
NUMBER \'50 75 1C0 125 150 175 200 250 300 400
PREDICTCRS
5 .5312 .4388 .3819 .3433 3135 .2907 .272L J24L4 2231 .1933
10 .6LT1 L5382 L4705 .423L 3871 L3599 3369 .3021 .276L .2396
15 7322 L6107 J5345 WA83T JLA37T LA11L L3839 3452 L3160 L2741
20 7996 6726 5901 5327 LAB93 4532 4256 .3831 .3502 ,3033
25 L8572 L7257 L6397 J5T6L .5293 4917 .L621 .L155 L3809 3301
30 .90L2 7703 L6802 L6134 .S6LO L5254 L4931 .AWAT .LOTO .3520
35 (UL (8116 JT18L L6510 L5966 .55Th 5247 k728 .L319 3739
L0 L9762 .8L8B 7529 682 6286 5ELT .5LBL L4933 .4528 3931
45 .9968 .8825 .7852 .7125 6575 6113 5738 5166 L4734 4122
50 9129 .8151 .TL08 .6829 .6355 .5958 .5390 .A9A3 4296

B Caanaae A Lttt
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& (at the 5% confidence level) with different n and N.

¢ The nuzber of predictors is scaled from 5 to 50, along the
'i left hand column, and the number of subjects is scaled from
: 50 to 400, along the top. It may be easily seen, then,

E that for the present investigation, where predictors number
50 and cases just over 250, a multiple-R of about .41 is

necessary for significance at the .05 level.

Table IV-9 shows similar requirements for the .01 level
of confidence, showing that around .44 is necessary to re-
ject the null hypothesis. These Paulus tables are very
convenient in dealing with large numbers of such coeffi-
cients, and seem to be a useful by-product of the present

research. (For the computational reasoning, see Kelley,

1947, p. 475)

There is another familiar problem in interpreting re-

o
S A oy b

gression, however, and this one depends on the reliability
of the criterion. It is obviously impossible to predict
perfectly a criterion which is itself not perfectly relia-
ble. And the reliability of a group of human raters ob-
viously depends on the number of such raters and on their
inter-judge agreement. As we have seen, the reliability
: : of the group of four raters in Wisconsin was .83, and this
means that about 31% of the variance (1.00- .832) would be
: unexplained and indeed "unpredictable." When one is con-
'f sidering purely practical predictions for groups that are
identical, it is reasonable to ignore this handicap. But
when one is attempting to assess the "true" accuracy of a
set of predictors, it is more fair to take such criterion

unreliability into consideration.

Paulus designed Table IV~10 to dc just this task.’
The left column refers to the discovered multiple-R co-
% efficient, and the top headings refer to the measured re-
liability of the criterion variable. Just by finding the

appropriate cell of this table, then, one may infer what
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TABLE IV-10
M¥ULTIPLE REGRESSION COEFFICIENTS
CORRECTED FOR ATTENUATION
CAUSED BY CRITERICN UNRELIABILITY

Jiscovered feliability of Criterion Variable
MULTR
CoeffiCient 035 oho 01}5 050 055 060 065 070 075 080
50 85 79 75 71 67 65 62 60 58 56
51 86 8l 76 T2 69 66 63 61 59 57
092 88 8z 78 T4 70 67 65 62 60 58
53 90 8L 79 5 71 68 66 63 61 59
o5 9l 85 8l 76 73 70 67 65 62 €0
o525 93 87 82 78 T4 71 68 66 64 61
56 95 89 8% 79 76 4 69 67 65 63
57 96 90 85 8l 77 T4 1 68 €6 IN
58 8 92 .8 8 T8 75 1= 65 67 65
59 99 93 88 . 83 80 76 3 71 68 66
«£0 95 89 85 8l 77 74 71 69 67
.61 96 91 8¢ 82 79 76 75 70 68
.62 98 92 88 8L 80 77 T4 72 69
.63 9 S 8y 8 gL 178 75 13 10
2 NN
5 97 92 8 18

«66 98 93 89 85 82 79 7
R 99 95 90 87 83 80 77 75
58 96 92 g8 8l 81 79 76
.69 98 93 89 86 82 80 77
«70 99 94 87 84 8l 78
.752 ~ 96 77 ~ 88 35 T B
72 97 93 89 g3 8l
o713 98 94 91 87 8L 82
; o T4 99 G6 92 88 85 83
. 015 97 93 90 87 84
g 76 o8 9, 9L 88 &)
. o117 99 96 g2 89 86
é .78 : 97 93 90 87
- o719 98 94 91 88
.80 99 96 92 89
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the discovered correlation might have been if the criterion
had been perfectly reliable. This table was produced, like
the two before, from equations programmed by Paulus for the
time-sharing console in the Bureau of Educational Research
at Connecticut. It was based upon the division cf the
multiple-R coefficient by the square root of the reliability
of the criterion variable (Kelley, 1947, p. 412).

Still another table serving such needs was designed

to perform automatic "shrinkage" of multiple-~R coeffi-
cients. As we have noted, when MULTR is calculated, it
finds a maximum fit of weightings to the sample data. But
the sample data do not reflect merely the true covariances
of the population. They also reflect random error typical
only of the cases constituting the sample, and the computa-
tional method capitalizes upon such random error, just as

it capitalizes upon the true covariance. And such random

Enbalinblah S A AKE L2 14 Sl aC) U2 SRR SRRl ot s AT SR LGOI, Pt il

error increases rapidly as n, the number of predictor

TR T NS

variances, increases. As we have also noted, however, the

WIS TS

sample size tends to counteract this mounting random error.

SRR

The "shrunken" multiple-regression coefficient, then, is
the statistical estimate of what the ccefficient would have

been, if it had not capitalized on such random error. It

I "

|
i
{
i
4
{
¥

is therefore, of course, always smaller than the observed

coefficient.

There are several formulas available for such shrink-
age. Perhaps the most appropriate one is the Wherry for-
mula (Kelley, 1947, p. 474), expressed by:

2 (N - 1) R - n
N-n-1

R
s

where Rs is defined as the shrunken coefficient, R is the
discovered coefficient in the sample, N is the number of
persons cases in the sample, and n is the number of predictor

variables. The Wherry formula expresses what is believed
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to be the "true" multiple-R coefficient in the population

of interest (rather than in some other sample from that

population). This formula thus seems most appropriate for
such exploratory research, where the population parameters
are indeed of central interest. And it was therefore pro-
grammed into the computer to produce the various tables

for shrinkage.

These tables are listed in Appendix B, since they are
too large to include conveniently in the running text. In
Appendix B, the tables are divided according to size of n,
the number of predictor variables. These sub-tables are

as follows:

Organization of Table IV-11

(See Appendix B)

Sub-Table Number of Predictors
A 25
B 30
C 35
D 40
E 45
F 50
G 55

To avoid too massive a document, Paulus restricted
the size of n, therefore, to the range from 25 to 55. He
also restricted the sample size to a range from 100 to 300.
Both of these constraints mean that the tables are very
appropriate for studies of the present size, and a large
number of empirical studies seem to fall within these

limits.

Use of the tables. In the present case, we can
immediately apply certain of these tables to the discovered
data. We would ordinarily shrink the MULTR before we would
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correct it for attenuation; therefore we would enter

Table IV-11(B), with n = 30, N greater than 275, and a dis-
covered R of .71. The appropriate cell yields us a shrun-
ken R of .67. Then we may enter Table IV-10 with a new

"discovered R" of .67, and a known criterion reliability

of over .80. 1In the appropriate cell we find a coeffi-

cient of .75, when first shrunken and then corrected for

attenuation.

In this use as 1in other uses of such tables, the user
should always remember that these table cells are generated
from formulae which inevitably make certain theoretical
assumptions about the distribution of the data. One will
not necessarily expect, for instance, that cross-validation
with another sample will match the Wherry shrinkage with
any exactness. In the first place, violations of assumed
distributions will often cause a greater shrinkage through
cross-validation than one would expect. On the other hand,
the prediction of a new sample will often be, for the
reasons touched on above, lower than the corresponding pre-
diction would be of the population itself. But these
tables can surely supply rather good approximations to the
statistics which we may be very much interested in, but

cannot measure directly.

Reliability of proxes. To some extent, validation with

subsequent samples will depend upon the reliability of the
multiple correlation, and this will depend in part upon the
reliability of the individual proxes. As already noted,
the reliabilities ofthese proxes are shown in Column D of
Table IV-3. The coefficients of Column D are the product-
moment correlations between the different essays for a
particular prox. For example, for the second prox listed,
"average sentence length," the coefficient represents the
similarity between these averages for two different essays
written about one month apart. Thus the correlation is an

extremely conservative one, and seems a reasonable measure
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of "writing behavior" under two separate (but quite similar)
stimulus situations.

A few generalizations may be made about the prox
reliabilities. In the first place, it seems that there
is a correlation between Column B and Column D. Those
proxes with the highest reliability are also typically those
which aid most in the prediction of overall guality. The

highest reliabilities seem to belong (in descending order

of magnitude) to: the proportion of common words (#22),
average word length (#28) ,

04 Sonti o

average sentence length (#2),
proportion of commas (#8), and length of essay in words
(#5) . With the exception of average sentence length, these
same proxes are among the best (bivariate) predictors of
writing quality, and even average sentence length is among
ubstantial contributors in the combined, multi-

REAARELE <\ B i Ll SO LR S M SIS

the more s
variate prediction.

VVRTTTEN GOR P

A second generalization about such proxes is that

their reliabilities may be related to the frequency of

occurrence. Those proxes which deal with the most fregquent

events, such as average length of word, or proportion of

common words, may have the highest reliability. Sentences,
fair number within an essay, have
And

which are also found in a
a fairly stable reliability for average length (.63).
paragraphs, which are less frequent in an essay than sen-
tences, have a frequency reliability which is somewhat
lower (.42). On the other hand, the writing of a title,

ehavioral decision which occurs only once in
has a practically non-existent

which is a b

the writing of each -essay,

reliability. This is a generalization which is still very

tentative, and deserving of more exploration.

A third generalization, really a speculation, is that

there may be a significant interrelationship among the
reliability of the prox, the beta weight of the prox for

a particular essay, and the worthiness of the prox for
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assessing the more stable writing behavior of the student.
It is worth studying to find out whether prediction of
future essays may be improved by modifying the beta weights
in accordance with the reliability of the proxes. This
possibility has not yet been analyzed within this project,
but is promising for the future, for practical prediction

1Y PR LTI S AR RS S

WAL g R

purposes.

A final interesting speculation concerns the relation-
ship between the reliabilities of the proxes and the re-
liability of the total multiple-regression equation. It
is a familiar observation in mental testing that the total
score of a test, which is often a sum of various part
scores, will frequently be more reliable than any of those
part scores taken separately. But it might not be so
obvious that the same phenomenon may occur in multiple
regression, that the total predictive validity may con-=
ceivably be higher than the reliability of any of the con-
tributing predictors. This appears to be the case here;
but the mathematical aspects of this problem will not be

analyzed within the scope of this report.

Human and machine judgments. Now it would be valuable

to return to a further analysis of Table IV-1, since it
has much to tell us about rater performance. Earlier in
this chapter, it was noted that the upper left quadrant
(for Columns 1-4) shows us the intercorrelations among
the judge columns for Essay C. Columns 5 through 10 show
the increased accuracy, or reliability, which may come
from increasing the humber of judges.

In this portion of the table, many of the coeffi-
cients are of course inflated artificially through a part-
whole agreement. Columns 1 and 5, for example, agree at

a level of .88, but since Column 5 is simply the sum of
Column 1 and Column 2, this has little empirical meaning.
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Whether a coefficient is so contaminated may be at once
determined by reading the variable names in the leftmost

column of the table.

? Column 11 represents the sum of all C ratings, and

: therefore the agreement coefficients between 11 and all of
the earlier columns are similarly a part-whole artifact.
On the other hand, Columns 11, 12, and 13 do have consider-
able significance when properly understood. Column 12
represents the sum of all D ratings, and is therefore the
best measure of external validity which one could wish for
the various ratings given by the human judges to the C
essays. And Column 13 represents the machine evaluation,
derived from multiple-regression analysis of the proxes
for Essay D. This information has particular meaning for

this project, as is here explained.

] Human vs. machine "validity". An interesting side-
light is cast upon the human vs. machine by looking at
some analyses of the human judges of essay C compared
with human and machiné judgments of essay D. The most
important meaning of "validity", for an essay test, would

appear to be how well it predicts performance on another

essay by the same student writers. That is, in the long run
we are less interested in how reliable this particular
judgment of performance is, and more interested in how

well it assesses the student's general writing performance,

/ under somewhat differing circumstances. One important
measure of this validity, then, would be agreement of

ratings with those of other essays by the same students.

We would always expect such validities to be lower
than the agreement between raters on the same essays, for
not only would the ratings differ because of rater error
(or viewpoint), but they would differ also because of
intrinsic differences in performance of the student under
two sets of conditions. One interesting comparison of the
machine and the human judge, then, would be to match each
with the ratings of the expert group for some second essay.
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This comparison was simplified for the present study
because, as we have seen, multiple essays were analyzed
for the same student writers, the "Free" essays and the
"Anger" essays. We have seen how the individual judges

] (or their statistical summations) agreed with each other
1 in Table IV-1, on the C essays. Now it would be instruc-
E tive to see how well each of those "individual" judges

4 predicted the ratings on the D essays. For this compari-
: son they are correlated with those ratings given by the

| group of four raters on the "Free" essays, SO that their
coefficients each represent the correlation of an indivi-
dual with a group of individuals. And we may therefore BG
expect the correlations to be higher than those between 1 :
pairs of individuals, since some of the error (but by no
means all) will be eliminated by the larger number involved
in the group sums. The coefficients are also somewhat higher

E then they should be, -in one sense, since some of the same

judges were involved in evaluating both C and D essays.

: When such comparisons are made, the four judges of
1 C are found to correlate with the pooled judgment of D
as follows: .56, .59, .60, and .42. These coefficients

produce an average of about .54 between these two essays.

¢ oA n A

On the other hand, we could look at the predictions
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E of the D essays generated by prox analysis of these same
essays, resulting from the multiple regression programs.
These predictions become a (reasonably) independent way
of estimating how well the student might do on another
essay. When these machine predictions of D, then, are

: used to predict the students' actual performance on the C

% essays (that is, the pooled expert judgment of such per-

2 formance) , the coefficient is .53. This coefficient is

; almost precisely that of the typical human judge, and

once again shows us how similar to the human individual
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is this first approximation of a machine system.
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This finding also furnishes another response to the
critic who supposes that the measures found through such
statistical procedures are entirely artifactual, and will
disappear upon validation. There could hardiy be any
measure of validity of essay rating superior to this one,
and on this measure the machine performs, even in this

early state, as well as the expert human.

Human vs. machine accuracy. There are two elements

of "accuracy" of rating which are submerged in the data,
and for which there is no readily available statistic in
common use. Both of these hidden statistics are extremely
important and, as it happens, both would argue additional
advantages on the side of machine grading, in almost any

practical situation.

When students speak of "fairness" in grading, they

ordinarily are not speaking primarily of any correlation

with some true score, as much as they are speaking of

absolute comparisons with such a true score. As we know,

the common correlational methods suppress both mean scores
and score variances, in order to make the comparison on
standard scores alone. Therefore it would be possible to
have two human raters "agree" perfectly, in terms of corre-
lation coefficient, in that r might equal 1.00. Yet they

might have not one rating in common. This would be the

Rl E L i)

case if two teachers assigned the identical rank orders

AATRRATEARTI R SRS RNV, e e

to a set of students, yet one assigned marks just one
? grade lower than the other teacher. To the typical student,

such a question of "hard" or "easy" marking would be much

more important than minor differences in correlation.

Another aspect of accuracy or "fairness" to the
student is the range of marks assigned. The student at
the bottom is very concerned whether the teacher is one
who fails students often. And the student at the top feels
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that it is "unfair" if there is not a reasonable probability
of his getting an A. If an "accurate" or "fair" grade is
regarded as that which would be assigned by a group of ex-
perts, acting independently of one another, then these
guestions of mean grade, and of grade dispersion, are very

important to such accuracy.

In this way, of course, the machine can be incomparably
superior to the human. Both mean grade and grade deviation
may be determined entirely on the basis of the expert
group, and if desired remain fixed for any group of students
for whom the system is applied, regardless of the size of
the group. We take such standards for granted with the
national standard scores of such instruments as the Scholas-
tic Aptitude Tests, yet ordinarily we despair of trying to
achieve the same fairness with any marks administered on
a local level. With the introduction of machine essay
grading, it appears likely that the parameters of evalua-
tion may be uniformly adjusted to any standards found

appropriate.

In the question of accuracy, then, as this quality is
ordinarily thought of, the automatic system has some large
advantages over the human system, and these are advantages
which cannot be easily demonstrated in statistical compari-
sons. But they should be kept in mind for any thinking

about applications.

Using one essay's proxes for another essay's criterion.
One way to find out what proxes might have the greatest
stability, in terms of measuring important aspects of a
student's characteristic writing behaviors, might be to
use the proxes from one essay in a multiple regression for
another essay by the same students. The reasoning may be

obvious: There are certain aspects of student behavior
which might influence the human judgment of one essay, but
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not be much related to the student's long range performance.
If we cross the proxes and criterion, then, in the way
described, we may be tapping more enduring aspects of

writer behavior.

To investigate this gquestion, the proxes from Essay D
were used in a new multiple-regression analysis to predict
the pooled human judgments for overall quality for Essay C.
The resulting MULTR was .62, which as would be expected
was a considerable drop from the .71 obtained with Essay
C's own proxes. Table IV-12 shows the summary data of
interest from this analysis. Column B represents the cor-
relation of the proxes with the criterion, and Column C

represents the beta weighting of each prox in the analysis.

Inspection of these columns, and a comparison of
them with their counterparts in Table IV-7 and Table IV-3,
do not provide any very transparent explanation for the
decrement in prediction. A hint may be gained from the
slightly lower correlation of essay length with the cri-
terion; students may have more to say on one subject than
on another, and this fluency may affect the rater's judg-
ment. And the beta weight for essay length has also dropped
markedly (from .32 for Essay D's own criterion, to .21 for
Essay C's criterion), which bolsters this suggestion. A
comparison of another contributor, standard deviation of
word length, shows a similar decrement in beta weight, but
an actual increase in the bivariate correlation with the

criterion, compared with the Essay D table (IV-3).

In summary of this trial, then, the data are difficult
to interpret verbdlly, but seem to argue that the decrement
in multiple correlation may be a reflection of the true

difference in student performance across essay topics.
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TABLE IV-12

ESSAY U PROXES USED TC PREDICT

E AN ESSAY C CRITERION
4 A. B. Ce
4 Proxes Corr. with Beta wts.
g Criterion '
E l. Title present 03 07
g 2. Av. sentence length -.0L ~e22
4 3, Number of paragraphs .08 «02
; Le Subject=verb openings -14 .02 -
5. Length of essay in words 19 15
6. MNumber of parentheses 11 <05
‘ 7. Number of apostrophes ~e19 ~.05
4 8. Number of cammas 37 .18
] 9. Number of periods .00 -.09
- 10, Number of underlined words -.03 -.07
3 11. Number of dashes o2 <06
12. No. colons .08 04
1 13, No. semicolons 04 -.00
2 14, No. quotation marks 17 07
E 15. No. exclamation marks =07 -.05
. 16, No. question marks -.08 -1l
4 17. No. prepositions 17 002
1 18, No. connective words o17 02
3 19, No. spelling errors -.09 -.02
A 20. No. relative pronouns <04 .06
21, No. subordinating conjs. =13 NN
1 22, No. common words on Dale -olids -.09
23. No. sents. end punc. pres. 01 o0l
3 2. No. declar, sents. type A .08 0L
: 250 No. declar. sentse t.ype B . 006 . 002
2 26, No. hyphens o2y o1l
1 27. No. slashes -.01 .0l
4 28, Aver, word length in ltrs. obs5 .10
4 29. Stan. dev. of word length 48 o2l
A 30, Stan. dev. of sent. lemgth «s 0 12

-68-




[

SN

ey

A
2
%
4
e
2
%,

Cross-validation with same essays. As we have already
suggested, the question of validity is a complicated one.
One acceptable form of validity is surely the prediction of
future behavior by the same student. But what is often
meant is rather the prediction of what expert humans might

say about a student's performance. This would become a

kind of "concurrent" validity.

In the context of the present project, such concurrent
validity would consist of seeing to what degree the.machine
scorings of the essays would coincide with the human scor-
ings. In one sense, we already know the result to be .71,
since this was the discovered multiple correlation for both
Cc and D essays, and represents Jjust what is described:

a measure of correlation between the machine scores and the
human scores. As we have seen, however, such a coeffi-
cient capitalizes upon chance, and should be shrunken

statistically. This has also been done, with a resultant

shrunken (Wherry) coefficient of .67.

Even the shrunken coefficient is not completely satis-
fying, however, because of the fact that empirical data
often deviate from the assumptions upon which such statis-
tical manipulation is based. Besides, it is desirable %o
know how the machine algorithm will correlate with the

individual judges.
For these reaéons, it is most desirable to select
randomly among the essays, and generate the weightings from

this sub-sample, after which the weightings may be used
to assign scores to those essays not included in the multi-

ple-regression analysis. The correlation of these machine
scores, may be correlated with the human ratings of these

excluded essays, and this new correlation will represent a

very appropriate measure of validity. The result of such a

procedure is exhibited in Table IV-13.
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TABLE IV-13
CROSS-VALIDATION COMPARISON OF
THE COMPUTER WITH FOUR HUMAN JUDGES

(Essay N = 138)

Judges
A B C D E
A 51 51 Ll 57
B 51 : 53 56 61
c 51 53 48 L9
D Ll 56 48 59
E 57 61 49 59

Note: Judge C is the camputer. A1l cells represent correlation
coefficients generated by camparing four human judge columns

with machine scores on the same essays. The machine scores were

those generated from 138 other essays written by other students,

chosen at random from the same larger sample.
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For this table, the computer-assigned scores, then,
were generated from an analysis on 138 of the D essays,
which were chosen by random methods from the 276 total
sample. The weightings derived from the analysis were
then applied to essays written by 138 other students, and

the scores so assigned were correlated with the scores
assigned by four human judges (Page, 1967a).

This Table IV-13 has often been presented to audiences
as the clearest and simplest evidence of the effectiveness
of machine strategies, and it has usually been presented
without telling the audience which column in fact repre-
sents the computer. It is very difficult to guess which

7 WA

one it would be, yet given sufficient time, the occasional
sophisticated psychometrician may be able to reason out

1 that Column C is the most probable, and is indeed the

: computer column. The reason why this is detectable is again
characteristic of the difference between man and machine.
Surely the machine is not measuring the essay quality in

the same way as the man. The machine is surely failing to
attend to many of the important syntactic and semantic
properties which influence the human judge. But the machine
4 is in one sense more reliable than the human judge, and it
is the reliability which gives it away: The coefficients
for the machine (Column C) range from only .48 to .53,
whereas the coefficients for the human judgés (Columns A,

B, D, and E) have ranges which are typically three times

: as large. The machine agrees with the human judges more
consistently, then, than they agree with each other!

Sk LRI e
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Practical implications. Although striking, Table IV-
13 does not merely represent a simple trick. Rather, it
is the clearest analog so far to what might come from

a large-scale, machine-based essay evaluation. For -
example, in a national essay quiz (such as the writing
sample occasionally taken by the College Entrance Examina-
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tion Board), the procedures would probably be quite similar
: to those which led to this table. In prior years, a number
% of essay topics would each be assigned to a fairly small
test sample of students. Their writings would be inten-
sively analyzed by expert humans for whatever research and
norming purposes might be desired. Then from this pool of
tested essay assignments, one stimulus would be chosen to
3 be used across the country on the day of the major test.
? When collected, these essays would typically not be exa-
‘f mined by human judges at all, but would rather be aﬁalyzed
3 by computer programs already developed from the test
sample. Only a few would subsequently be analyzed by
human beings, to check for possible drift in sample, or for
historical developments which might have altered the essay
‘ topic. In general, the crash scoring, in this hypothetical
: testing, would typicélly be entirely mechanical.

Summary. Earlier'chapters introduced the rationale,
basic design, and initial pfoxes used in this study, and
. have presented the computer program used in their measure-
1 ment. The present chapter has presented some of the find-
, ings from the study bearing on the basic questions of the
3 ' agreement of the human judges with each other, and with
machine scores of the same and of different essays. It
has furthermore presented information about the proxes:
their intercorrelation, their prediction of human judgments,
and their reliability across trials. In most impqrtant
A comparisons, the machine scores were found to be practi-
% cally interchangeable with the human ‘ratings. This find-
; ing was most important when various types of validity were
: analyzed, one based upon prediction of student performance
on another occasion, and the other applying measures
generated from one set of students to a wholly different
set of students. Some comment was also made about infer-
f ences from these findings for practical work in the future.

T
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CHAPTER V

PREDICTING A PROFILE OF RATINGS

LA SIS AT v 2 AR e TR IR Y P e

The last chapter explained in considerable detail :
the results f£from the attempts to predict the overall.
rating of some sets of essays. It was seen that the simu- :

lation was indeed very successful, and that the level of
success had a number of implications for the future of
such work. This chapter considers the more advanced case

of simulating an analytic profile of an essay.

If a single overall rating were the only outcome
from analysis, it would be a satisfactory substitute for

3
5
.
3
:
s
5
%
%

some major tasks today, such as national essay exams

: (where a single pooled judgment is the usual product of

i evaluation), or many classroom situations (in which an
overworked teacher marks only a letter grade and some

: redundant comment on a returned essay). Nevertheless, any
substantial essay analysis must seek a level of performance
nearer to that of the ideal teacher: with a much richer
profile of the traits of the writing, so that students
(and their instructors) may concentrate differentially

on relatively weak skills in the profile; and with more
detailed and direct comment about specific patterns or
errors in the student's work. This chapter will concen-
trate on the trait ratings of the essays, and Chapter VIII
will give some attention to the detailed and personal

A A

comment to the student.

The sample. For the reasons set forth in an earlier

chapter, there was no cause for dissatisfaction with the
Wisconsin essays (McColly and Remstad, 1963). They did
not represent a typical high school student body, but the

. range was wide, and, with such early strategies, no impor-
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tant interactions with selections were expected. Further-
more, a number of replications had been successfully per-
formed with other essays, with second essays written by
the same students, and with a set of essays written by
students in Indiana in an unrelated study conducted by
Anthony Tovatt and his colleagues at Ball State University
under the U. S. Office of Education (and reported else-
where by Dr. Tovatt). For the phase of work considered

in this chapter, therefore, it was decided to continue the
analysis, this time working most intensively with Essay C
(those based upon the question of whether "the best things

in life" were really "free").

The new data needed were judgmental, then, for no
evaluative data existed for the Wisconsin essays beyond
the simple rating of- overall quality. We therefore wished
to establish a reliable set of ratings which would consti-
tute a sensible descriptive profile of the strengths and
weaknesses most commonly looked for in stylistic judgment.
For such a requirement we would need: (1) a set of
established and accepted dimensions; (2) a selection of
judges who would be representative of qualified English
teachers in general; (3) a sufficient number of judg-
ments to overcome the inevitable halo effects, and to esta-

blish in truth a meaningful profile.

Just as with the essays, the investigators could
afford to be reasonably relaxed about any randomness of
selection, so long as judges met the general, personal and
professional criteria, because stratification of region,
type of school, and a myriad other possible considerations
seemed unimportant so far as these particular generaliza-
tions of result are concerned. While there are.differ-
ences among teachers in such dimensions, interaction of
such dimensions with the purposes of the study seemed of

negligible importance. And what seemed of much greater
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The rating session. On July 16, 1966, then, under the
principal supervision of Dr. Arthur Daigon, 32 English
teachers met at the School of Education of the University
of Connecticut for the purpose of grading student composi-
tions for multiple traits. Because this group's judgments
of student writing were to represent the evaluations of
highly competent professionals, evaluations which would
subsequently be simulated by a computer, selection of
participants (setting randomness aside) was done with

et rekn doa A

considerable care.

Ten chairmen of English departments in Connecticut
secondary schools were invited to participate with teachers
whom they could recommend as having special competence in
the grading of student compositions, and who had at least
three years of teaching experience. The department chair-
men were also requested to give first preference to those

skilled teachers who possessed master's degrees.

Of the 32 teachers who participated, 10 (31 %) were
department chairman and 28 (87 %) éossessed M.A. degrees.
The mean number of years of English teaching experience
was 12.9 years, the median, 10 years.

? Before the grading session began, the teachers were
welcomed and acquainted with their task. Each would grade
64 compositions, assigning separate grades on a 5 point
scale for each of 5 traits designated as "ideas or content",

"organization", "style", "mechanics", and "creativity".

R LA AL S ok AR Sk S R S Lak PR (N \
H e

B T A

Each English teacher-judge received both written and oral
instructions relating to identification and scoring of the
traits. Samples of a "good" composition and of a "poor"
composition were distributed and considered in oxrder to
demonstrate how the traits could be scored and to suggest

7~
a range of possible response.
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Eight 30-minute time periods were established. During
each period each judge evaluated 8 compositions, which
allowed about 3-1/2 minutes for the multiple trait judging
of each composition. These arrangements permitted 8 judg-
ments for each of 5 traits in each of the total of 256

compositions.

The assignment of essay to teacher and pefiod was a

; formidable task, which required the computer. The problem

} was manifold: each essay could be assigned only once in
each of the eight periods, so that there would be no
important period effect hurting the essay evaluations, and
so that we would not need multiple copies of the essays.
Yet no essay could be given to any judge more than once.
And it was also desirable to randomize the order of pre-
sentation within a period. These problems are rather

1 easily solved if groups of eight essays are kept together,

i but such a procedure would obviously distort the evalua-
tion of an essay in unknown ways. There is another major

2 : problem, in that it is easy to continue random assignment

] up to the last period, and find unresolvable conflicts of

g assignment, requiring branching back-to some earlier point.

But eventually, with intensive work, the problem was

ST g

solved and made completely automatic.

SRPTICAT NIRRT

The mechanics of the rating day were not a trivial

problem, however, since we needed six graduate assistants

A

performing the reassignments. Luckily, though, they could
use punched and interpreted assignment cards, a by-product
i ‘ of the computerized assignment program, which also served

SN B
KRR n Sl

as mark-sense rating records for later analysis.

The rating criteria. In choosing the traits for
3 rating, we desired well-established dimensions of writing
] quality. One of the most helpful documents was an eight-
scale evaluation designed by Paul Diederich, and used at
the Educational Testing Service ("Definitions of Ratings
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on the ETS Composition Scale" =-- no date). Figure V-1

shows our adaptation of such suggestions.

Naturally, there are large differences among raters
in their evaluations of the same essays. Since each
rater read 64 of the essays, and since this number repre-
: sents one fourth of the 256 used in the design, the proba-
% bility of any one essay being read by any judge is clearly
j ' 1/4, and we might expect that, of the 64 essays read by
§ judge A, about 1/4, or about 16, would be read by judge B.
- Clearly, with such small N's, we would not expect very
4 secure estimates of the population agreement between two

judges, but would rather expect a large random error.

Table V-1 shows the intercorrelations among all 32
4 judges. The correlations are based upon the "total"
] scores, which were the average of the five trait ratings

9 given by any judge to an essay. As can be seen, the
g median judge intercorrelation hovers around .5 for these

total scores.

The judges were instructed, as is clear in Figure v-1,
to balance their ratings into a certain distribution,
3 approximately normal, and it would be expected that their~
1 means and standard deviations would therefore be approxi-
mately equal. Table V-2 shows that this is indeed the
case. Since 5 represents the best rating, and 1 represents
the worst, the means are all seen to deviate from the ex-
pected 2.5 in a slightly generous direction. The nebulous
"jdeas" or "content" is the most tolerantly graded, with
"organization" a second place. "Mechanics" has a middle
position of severity of marking, and has decidedly the
largest standard deviation of any trait. Teachers were
thus more decisive about mechanics and, as we shall see
later, they agreed more with each other about mechanics
than they did about the other dimenéions of essay quality.
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FIGURE V=1
CRITERIA FOR RATING THE ESSAYS

Definitions of the basic traits to be rated.

A, ldeas or Content. The quantity and quality of the materials

used to cover the subject.

B. Organization. The relationship between the parts of the

paper and the whole.

C. Style. The use of language above and beyond the

problems of mechanics.

D. Mechanics. Spelling, grammar, usage, punctuation,

capitalizaticiy, numbers.

E., Creativity. The degree to which the paper finde a new,

unexpected, yet fruitful way to approach
the subject, to combine ideas, and to
utilize language. An over-all trait.

Guides for rating the basic traits.

High.

Middle.

~ A, IDEAS GR CONTENT

The student covers the materials that the topic and plan
of attack clearly call for. His understanding of the
subject is good and he uses clear definitions. He has
the ability to see the topic in & broader perspective
than do the other students in his group, that is, he
brings a broader experience to the topic.

The ideas are appropriate, but conventional and few in
number. Some aspects of the topic are left out. The
writer does not seem to have a well-stocked mind.,

The student omits many important aspects of the topic.
He seems to have no store of knowledge to bring to bear
on the topic and consequently repeats a few simple ideas
over and over again. . '

B. ORGANIZATION

" The student has a definite plan for discussing the

assigned topic. ‘If he 1s arguing for or against an

idea, heé preseats relevant reasons in an effective

order. If he is describing samething, he does so
according to some wcheme (top to bottam, order of im-
portance, order of complexity, etcl) If the student is
explaining a concept or process he uses & coherent plan
of analysis, or definition, or illustration. The student
has & good sense of what is relevant to his plan and
avoids repetition. He shows & sense of proportion in
treating the various parts of his essay.
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Middle.,

]

(There are many aspects of style that may

FIGURE V-1 (cont.)

The student shifts his plan of discussion, or introduces

jrrelevant material, or spends too much time on unimpor-

tant things, or repeats himself. He develops the assign-
ed topic by free association (what comes to my mind when

I think of Hawaii?) rather than by working toward a

definite purpose.

The student does not seem to have given any thought to
what he intended to say before he started to write. He

offers no plan of discussion. The paper seems to start
in one direction, then another, then ancther, until the
reader is lost. The main points are not clearly separated

from one another, and they come in & randem order.

C. STYLE
enter into a rating-—

individuality, vividness, zlegance, etc. However, for the purposes

of this experiment we are interested in three

stylistic traits

only--clarity, variation, and range of linguistic resources.)

High.

Middle.

]

. sentence structures become monotonous.

The student uses langusge in & way that makes comprehen=
sion of the paper easy. He uses appropriate words in
their normal sense. He puts the words in their normal
order. He is careful to signal his transitions. He
avoids ambiguity and he does not frustrate the reader's
expectations., At the sane time the student avoids
monotonous repetitions of words, phrases, and sentence
structures. Finally, he reveals a command of a good
range of linguistic resources. His vocabulary 1is good,
he uses parallel structures, he makes subtle use of

subordination, and so on.

The student occasionally brings the reader up short by

choosing a bizarre, inappropriate word or phrase, or by
introducing a distracting metaphor, or by misplacing &

modifying phrase or clause, or by making unexpected

transitions. 7he repetitions of words, phrases, and
The resources of

language are limited. The writer is addicted to tired
old phrases and hackneyed expressions.

Vague use of words, Ambiguous references. Awkward con-
structions. Childish vocabulary and sentence structure.
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Middle.

FIGURE V-1 (cont.)
D. MECHANICS

The sentence structure is usually correct, even in varied
and complicated sentence patterns, No violation of
established spelling rules. Even the hard words are
usually spelled correctly. No serious violations of the
rules of punctuation, capitals, abbreviations, and numbers.

An occasional syntax problem, Hard words are cccasionally
mispelled. Some violations of the rules concerning
punctuation, etc.

The student borders on the illiterate.
E. CREATIVITY

The student surprises us with 2 new and fruitiul way of
looking at the problem. He brings to bear new dats in
treating the topic. He finds a fresh and interesting way
of using language that illuminates his jdeas,

The student thinks of the expected things. He treats
them in a way that most people would treat them. He
makes use of ordinary expressions and sentence structures.

The student worke with cliches of thought and expression.
Does not go beyond the most superficial treatment of the
subject. Repeats formilas without really grasping their
mﬁanmgo ‘

Try for the foliowing overall balance
RATING .
TOP 7% or so. About 2 of each 16 essays.
. NEXT TOP 25%, About 4 of each 16 essays.
- MIDDLE 35%. About 6 of each 16 essays.
‘Next BOTTOM 25%. About 4 of each 16.
BOTTOM 7% or so. About 2 of each 16.

0 W S W
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TABLE V-2
MEANS AND STANDARD DEVIATIONS OF THE
FIVE TRAITS AND THEIR AVERAGE

. Standard

1. Ideas 3,068 - L6k0
1 2. Organization 2.950 675
] 3. Style 2.827 619
L. Mechanics 2.869 N
5. Creativity 2.833 641

6. Trait average 2.909 .610

N D AT T A
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Contribution of the proxes. It is of interest to see

how each prox contributed to the prediction of the five
various traits,and this information is contained in the
next five tables (V-3 to V-7). The information for the
average of the five traits is contained in Tabie V-8. The
first culumn has the number of the proxes and, in the first
of thr=a- tables (V-3) the name of the prox as well. Column
B has the correlation with the criterionm for each prox.
Column C has the B-weights for each prox. And Column D

has the computed t-values for each prox.

Column C, which has the B-weights for each prox, should
not be confused with the Beta weights given, for example,
in Table IV-3 of the last chapter. The B weight is the
coefficient which is actually used, together with the raw
prox score, to optimize the predictive value of any prox
in an applied situation. In other words, given two proxes
of the same Beta coefficients, the one having a larger
standard deviation will have a smaller B-weight. While these
B-weights may not be compared directly with those Beta co-
efficients given in the last chapter, they may be compared
with the corresponding B-weights of the other traits given
in this chapter, though any such comparison would be simply
monotonic, and differences could not be easily compared be-

tween proxes.

The relative contribution of each prox may be inferred
from the t-values in Column D. The absolute values of
these t's are monotenically related to the rank order of
contribution of the proxes to the prediction. For example,
Table V-3 shows that the highest contribution was made by
fifth prox, showing a t-value of 6.38, far ahead of any
other. When it is considered that Prox #5 is "length of
essay," and that the trin is "ideas or content," we are
struck by the obviousness cof the relation. The more words
used, the more content the essay is believed to have. For
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TABLE V-3

PROX CONTxIBUTION TO THE FREDICTION OF
IDEAS OR CONTENT

bAR WAy i

(N = 256)
A. B c. D.
3 Proxes Corr. with B wts. F-value
Criterion
1., Title present .01 14973 1.37
2. Av, sentence length - 07 -.00341 ~-1.73
3, Number of paragraphs VA -.03357 -1.79
4. Subject-verb openings -o19 -.00326 -1.38
50 Length of essay in words 037 .OOZDS 6038
6. Number of parentheses -.04 -.00875 -1.23
7. Number of apostrophes -1l -, 006440 -1.73
8. Number of commas . 37 .00601 3.73
4 9. Mumber of periods .03 -+.00007 -0.01
3 10. Mumber of underlined words - 0L -.01053 -1.1)
1 11, Number of dashes 36 03283 4463
12. NO. COIOns 007 002032 1003 ’
1 13, No. .semicolons 13 - 00964 0.90 ‘
) 14. No. quotation marks o15 -00015 1.25
« 15. No, exclamation marks -.05 «. 00272 -1.26
16. No. question marks .08 -.00121 -0, 56
17. No. prcpositions 17 +02926 1.54
18, No. connective words .09 Q0797 0.12
3 19, No. spelling errors -.10 -.05672 =055
3 20. No. relative pronouns -.07 «03506 - 1.09
- 21. No. subordinating conjs. ~-e09 202455 0.88
22. NO. commnon words on D&IQ "03h -.00270 . "0.22
23, No. sents. end punc. pres. 17 .03073 1.33
zbo mo decl&r. sent’o ty'pe A "ow -001298 -0060
25. No, declar, sents. type B 0L - 01483 ~0.52
4 26. No. hyphens 23 .00717 0.99
] 27. No. slashes - .05 +05393 0.66
4 28, Aver, word length in ltrs. 234 -. 00094 ~0.34
29, Stan., dev. of word length o3 00921 3.17
30, Stan. dev. of sent. length Al «00200 1.38
Intercept constant . - =1,01123
- Multiple correlation 0.72301
: ' Std. error of estimate 0.47093

F multr = 8,21
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TABLE V=4
PROX CONTRIBUTION TO THE PREDICTION OF

ORGANIZATION
(N = 256)
A. B. C. D.
Proxes Corr. with B wts. F=value
Criterion
1. «OL 10786 0.82
20 “011 -.00229 "0096
3 ° .10 -e 01289 .00 57
“-. -e 20 -e 0031;3 "1021
5. .23, -00124, 3,20
60 “008 —-e 0].14.17 -1065
7. -008 -.00253 "00 57
8. 31 «00515 2.65
9. .08 «00399 0.53
100 “o% -001267 “1 olk
1. e26 02136 2.50
12, 07 «02091. 0.88
13, «10 00449 035
14. .18 ' .00035 2e4ds
15. -.03 -+00287 -l.11
160 008 -.00199 -0078
17. 12 .01855 0.81
18, 13 .05610 0.72
190 "‘016 -e 2’}531& "lo 98
20. -.W 003517 00 91
210 -.10 001539 0038
22, -e33 -+00580 -0.39
23, 17 «OL423 1.59
2‘00 ’ "001 .021;'1 "00 95
25 ° o% - 002201 "0061#
260 020 om527 0060
2. «02 01598 0.16
28, 33 »00082 0.25
29. 38 00695 1.99
30. «05 .00118 0.68
Intercept Constant -1,29180
Multiple correlation T 0.61455
Std. error of estimate 0.56709

F m-lltro - ‘0055

-85=-




TABLE V-5
PROX CCONTRIBUTION TO THE PREDICTION OF
STYLE
(N = 256)
A. B. c. D.
Proxes Corr. with B wts. F-value
Criterion
1. "002 010535 l.Ql
2e -el2 -,00385 =2+04
3. 07 -.03715 -2.,08
“. -.17 .M'I 0.30
5e 23 «00123 3.99
4 6. -.02 -.00505 0,74
3 7. =07 -.00254 0,72
8. ol 00624, L05
5 9 .08 .00316 0.53
loo "005 -.011107 -1030
11. .32 .02689 3.97
i 12. 0% -.00236 "0013
3 13. ol3 »00880 0.86
2 14. o16 00019 1.64
; 150 - -.01 "om329 "1060
16, 1 —~00278" -1.35
3 170 019 om: 20”
2 18, ol5 11271 1.82
‘1 19. -015 -om "20“
20, -.06 .05119 1.66
2L, =.09. 04533 141
. 22, -¢39 -.00476 ~0.40
23, <18 0489, 222
2‘}0 "00‘} "003366 -1062
250 . 005 -002750 ) "low
26, 032 . «01625 2:.34
2l - <05 «05503 0,70
28, o0 = 0004 Q.17
oh? .00906 3026
o1l 00315 2.28
Intercept constant - =1.33964
Multiple correlation 0.72951
std, error of estimate 0.45042

F multr. = 8.53
-86-




TABLE V-6 ;
- PROX CONTRIBUTION TO THE PREDICTION OF 3
3 MECHANICS
3 (N = 256)
l A B. C. D. 3
Proxes Corr. with B wts. F-value %
Criterion
: 3
A lo -ow 0116157 0083 ;%
'; 2. "017 -.00258 "’1.02 %
30 "'001 "'002655 -l.ll :é
4 ho "’008 .00380 1026 i
5¢ .06 00053 1.29 §
:‘% 6. -002 -.m _0.53
e 7. -.m -0w23h -0th
2 8. 29 «00579 2.80
9 16 «00684 0.85
lO. -o% -.00745 -0063
11. 23 «021.92 2.42
12. 012 .0351‘0 1039
13. 10 .01353 "0.99
14. .09 00017 1.07
150 -OQS .00106 0039
16. Ol »00288 1.05
17. 17 06407 2.6k
18, 1L «17301 2.09
19. -.30 -.68565 -5.21
: 20. "008 »001675 oou
21. . =a06 .04182 0.97
f 220 "028 003763 2036
5 23. o2 00580 0.20
2o 07 O2471 0.89
i 25. . "001 ow"33 0012
2%. .25 .02133 2.30
: Z]o . 008 010975 1.05
: 28. «39 «00535 . 1.54
: 29. 2 .011.28 3.04
30. «00 .00136 O.Th
Intercept constant -9.53911
Multiple correlation 0.67796
Std. error of estimate 0.60314
F multr. = 6,38
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TABLE V-7
PROX CONTRIBUTION TO THE PREDICTION OF

CREATIVITY
(N = 256)
" A. Bo CO Do
= Proxes Corr. with B wts. F-value
Criterion
- 1. -e02 .13550 1.21
: 2. "012 "om37 —0.19
If 30 009 "00591}3 "3011
3 Le -e17 -+.00130 =054
56 o34 «00208 6.36
] 6. -.08 -.01716 ~2.36
& 70 om -.00026 -O.W
8. 039 .00648 3.9
9. 11 .01684 2.64
;; fem T 10. "006 "001797 "1091
11. 29 .02680 3,70
3 12. 009 001817 00%
3 13. 16 «02121 1.94
1 T 12 .00CL5 1.18
E,: 150 .00 -.00363 "1.65
Eig 16. 010 -.00295 "1035
; 17. .13 «024,80 1.28
f 18, 07 .02156 0.33
19. -1 ~.09013 -0.86
gj 200 -.07 QWBO 1029
f 2, | -.08 .06215 1.4
; 22.0 -032 "0013’+2 "1006
: 23. ol5 .03678 1.56
;_ e "005 "003993 -1.80
25. 00‘6 "00‘0165 "ltliz
26, .30 01846 2.49
{. 27. , «05 06153 0.74
g 280 . 028 "ow322 ""1016
! 29. 36 ' .00820 2.7
30. 10 «00232 1.57
Intercept constant 1.21571
Multiple correlation - 0.70938
| Std., error of estimate 0.4807k
F multr = 7,60
| | -88-




TABLE V-8

PROX CONTRIBUTION TO THE PREDICTION OF
AVERAGED RATING ACROSS 5 TRAITS

(N = 256)
A. B. C. D.
Proxes Corr. with B wts, F-value
Criterion
10 -.00 012299 1018
20 "'013 -.00250 "1033
3e .08 -.03392 -1.90
1‘.. "018 "QWZI -0031
50 026 om3 lbo 65
60 "'005 -.W999 "'10’07
7‘ "007 -.00281 —0080
8. .38 .00593 3.86
9. «10 .00615 1.03
100 "006 "001202 "'1037
11, 32 02596 3.84
12, .09 «01844 0.98
13. o1l «01154 1.13
14. o15 . «00020 1.75
150 "'003 -.00229 "1011
16. .09 -.00121 =059
17. 17 03559 1.97
180 013 007"27 1.20
190 "019 "0255710 "2061
20, -.08 .03609 1.17
21_0 "009 003885 1021
220 -e 36 .00219 0018
23, «20 03330 1.51
2100 "001 "001733 “Oo 83
25. .0‘# -e 02033 "00714»
26, .28 .01370 1.98
27 .06 «05924 0.76
28, <38 .00031 0.12
29 b5 00894, 323
300 008 ’ «00200 10‘05
Intercept constant -2.39336
Multiple correlation 0.72045
Std. error of estimate O lids sy

F mltr = Bou
- -89-

e e et st gt 5 15 Mo S v 9y

)b, by 1 90 AR AR A 7 ¢ LRI Y NS 2 VT £ 1R i gt




K

LA T

L, R T
SIS SR Cxat sl SRR Y

no other trait is essay length quite so dominant, though
it plays an almost equal role for Table V-7, where "crea-
tivity" is the trin. When we consider how often creati-
vity is measured by tests of fluency and fecundity, we

are again struck by the obviousness of the relation.
Similar comparisons can be made for other traits and other

proxes.

If we rank order the top five contributors for each
trait separately, the results are interesting: For the
trait of ideas, we find the proxes, according to the abso-
lute value of Column D, to contribute in the following

order:

lst) 1length of essay

2nG) frequency of dashes

3rd) frequency of commas

4th) standard deviation of word length
5th) number of paragraphs '

For the trait of organization, the order of contri-

butory proxes is:
lst) 1length of essay
2nd) frequency of commas
3rd) frequency of dashes
4th) frequency of quotation marks
5th) standard deviation of word length

For style

lst) frequency of commas

2nd) length of essay

3rd) frequency of dashes

4th) standard deviation of word length

5th) fregquency of hyphen

-9Q-
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For mechanics:

lst) spelling errors

2nd) standard deviation of word length
3rd) proportion of prepositions

4th) frequency of commas

5th) £requency of dashes

FPor creativity:

1st) length of essay

2nd) frequency of commas

3rd) frequency of dashes

4th) number of paragraphs

5th) standard deviation of word length

And for the average of all five traits, calculated

for each essay, the order is as follows:

1st) length of essay

2nd) frequency of commas

3rd) frequency of dashes

4th) standard deviation of word length

5th) spelling errors

There is obvious noise in any comparisons of such
listings. 1In the first place, there is random error,
which is considerably higher in calculating Beta weights,
or these similar multivariate t-values, than in calculating
bivariate relationships. In the second place, in the trins
themselves there is a high degree of halo effect, as will
be shown soon. We would expect the first of these problems
to bé exhibited in rather wild and unexplained loadings,
that would not necessarily be replicated in cross-valida-
tions. We would expect the second problem to be evident
in the occurrence of some common proxes in all lists, as
here we see word length to be an important correlate of

all traits, and commas to be another.

-9]1-
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Nevertheless, there are ways in which the differences
among these rankings are intuitively pleasing. Length of
essay is of first importance for three traits, and second
for a fourth. But on one list, essay length does not occur

at all, and this one is the list for mechanics. On the

other hand, for mechanics we find the only inclusion of
spelling errors. The evaluation of mechanics is clearly a
rather negative thing, in which mistakes count against the

student, and it seems better for a student to be short and

safe, than to be fluen*.

In summary, these tables furnish many interesting com-
parisons for differential study of the contributions of
the proxes to the central dimensions of ratings which were
studied here. While there is considerable overlap of the

important proxes, there is also some difference in weighting

which increases the accuracy of prediction.

The unicueness of the traits. A constant danger in
multi-trait ratings is that they may reflect little more
than some general halo effect, and that the presumed dif-

ferential traits will really not be meaningful. This danger

-~ gy

is one reason for having eight judgments for each essay,
since it was predicted that the halo would be extremely
large. And the evidence we have already seen, showing
the relative contribution of the proxes to the prediction

of the traits, supports this suspicion of a large halo
effect.

This halo is demonstrated in Table V-9, which shows
the intercorrelations among the judged traits of the essays,
as rated by eight teachers for each essay. From this table
it is clear that mechanics is the most maverick trait, hav-
ing little to do with ideas, organization, or creativity,
but considerably more to do with style. We find a velry
large halo, or tendency for ratings to agree with eacn

-92-
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: TABLE V-9 ;
d

INTERCORRELATIONS OF THE TRAITS !
; OF JUDGED ESSAYS
(N = 256) |

TRALT 1 2 3 b

1. Ideas .86 .86 .68 .89 .93

2. Organization .86 .82 .69 .82 N

3. Style .86 .82 .83 .86 .95

L. Mechanics 68 .69 .83 65 .85

5, Creativity .89 .82 .86 .65 .92

.

All traits .93 .91 .95 .85 .92

-93=-




: other. It may be noticed that, because of the interdepend-

g ence of these ratings, and their mode of assignment by the
judges, the intercorrelations here are in some cases actu-
ally larger than the true reliability of the group ratings.
Some reflection will show how this could be: once a general
level of rating is assigned, reliable or not it will carry
all the traits alcng together with it. The variable "all

g traits" on Table V-9 refers to the average of the five

traits for an essay, counted as equally important. Natur-

r

TERENGN

ally, the large correlations shown between "all traits" and
the individual traits are inflated by a part-whole rela-
tionship.

To test the uniqueness of the traits, James J.
Roberge and others performed the analysis of variance
1 shown in Table V-10. There is of course a huge variance
between essays, and we also find a large variance between

traits (explained by the mean differences we saw in Table

s
B Lt i

V-2). What is important in this Table V-10 is the signi-
ficant trait-by-essay interaction, which demonstrates that
there is a reasonably reliable profile displayed, and that

indeed there is some "validity" in the different ratings.

ﬁ It would be possible, of course, to extract the halo,
3 and to work with the residual, and unique, trait variance

4 for various prediction purposes. We chose not to do this

: for two reasons: In the first place, we would need con-

i siderably more raters for each essay, since the residual

3 trait variance, after the halo was subtracted, would be

3 far less reliable than the original rating, and would make

TN

] a much less secure goal to simulate. In the second place,

and more importantly, we were interested in simulating the

real ratings actually given for a certain trait by real
And when this is

LRt AR ML A A

human judges with appropriate expertise.
3 a primary goal, then the halo behavior is an appropriate

4 part of the simulation target, whether "pure" or not.

3
E ~94-
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TABLE V - 10
TRAIT BY ESSAY INTERACTION

=

Source SS df MS

Between judgments 8,230.305 2,047

Between essays 3,791.293 255 14,.868 6.002

Error between Ly 439.012 1,792 2.477
Wwithin judgments 3,564,414 8,192
3 Between traits 8L.212 4 21.053  56.412
; Trait x essay 805.089 1,020 789  2.115
Krror within 2,675.113 7,168 .373
Total 11,794.719 10,239

; %This table is based upon essay evaluation of July 1966, during
wnich each of 256 essays was judged by eight different judges

during eight different periods.

AR A Nt S ol g v lvy

Ry
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Judge viewpoints. One effort within this project to
improve the predictability of judgments was undertaken by
Herbert Garber and Robert Shostak (1967), and reported at
the Annual Meeting of the American Psychological Associa-
tion. Their work aimed at raising the multiple R, but by
purifying the trin, rather than by optimizing the proxes.

Much of this section is quoted or paraphrased from their

presentation.

It is well known that one source of error variance
in a correlation study is the unreliability of the criterion.
Indeed, working under the assumption of a multivariate
normal population, it seems reasonable that in any random
sample, errors ought to be distributed with equal frequency

in all variables, including the criterion (Hays, 1963,
p. 573).

The inspiration for this particular approach came,
in part, from work reported in Educational and Psychologi-
cal Measurement, volumes 26 and 27, by Naylor and Wherry,
and also from an article by Jackson and Messick (1961).
The first two investigators used a factor-analytic approach

to do what they call "capture rater policy". They used
The latter

as subjects Air Force supervisory personnel.

pair described a similar technique for use in studying

social perception of personal status. One procedure which

is related to the one of Garber and Shostak is also re-

ported by Christal (1963) .

The departure in the present section was first simply
to find, from among the 32 reader-graders in Project Essay
Grade, those clusters of readers who tended to agree with
one another no matter what their policy. In this case,

their revealed agreement would emerge from factor-analyzing

judges, not essay grades. The next step after identifying

a "clear" cluster of judges was to use their individual un-
pooled grades as the criterion in a new multiple correla-

tion compution to see if the multiple coefficient would

-96-
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rise. If it would, then the demonstration had worked as
hoped. A set of judges had been revealed by the analysis
who were to a larger extent "predictable" from a fairly

mechanical, computer-executed count of what we have

labelled "proxes".

What Garber and Shostak wgnted was to have a factor
analysis done on raters, and since as few as five essays,
in one case, had been read in common by a pair of raters,
it seemed impractical to proceed to the computation of an
intercorrelation matrix from a data matrix 3/4's empty.
However, Dieter Paulus arranged to have the incomplete 256
by 32 score matrix processed at Cornell by Larry Wightman.
The Cornell program inserted appropriate correlation values
based on the varying numbers of observations available for
each essay. On the average, 16 were present. Thus pre-
pared, the Cornell computer next processed the judge score

intercorrelations and computed factor matrices both by the

components and factor analysis procedures. The eleven-
factor matrix from the latter coméutation produced about
three or four fairly clear clusters comprised of about as
many individual judges. By "clear" is meant a positive
loading of over .65 on a single factor and no other posi-

tive loadings greater than .43. Negative loadings were
ignored.

One cluster comprised of four judges which met the
above criteria was selected by inspection. For each of
these judges, 64 essays and the rating he gave to each were
gathered and then served as input to the next step in the
project. A modification of the IBM Scientific Subroutine
Program (SSP) for System 360 on multiple regression was
used at the University of Connecticut to compute an over-
all multiple R from the four readers and their essays'
prox scores. The result was a coefficient of .65. At
first blush this,looks as if it were a disappointing out-

come until one is reminded that the multiple prediction

-97~
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is based in this instance on an unpooled, unweighted

criterion so that any disagreement among the four readers

GRTE KON S ol A S a4

and any dissimilarity in the proxes of the four more or

S UETEL

less unique essay sets they read both contribute to a
lowered overall reliability. For one must remember that
among these four highly correlated judges who were finally
picked to be a test case of a refined criterion, most pairs :
had read no more than 1/4 of their essays in common. There- i

fore, to get some reasonable basis of comparison, four other

TPEOW I MRS

judges were selected by a random procedure and their data
were treated in exactly the same way. This time, a multi-
ple coefficient of only .545 resulted. Comparing the re-
spective coefficients of multiple determination, .420 and

.297, we see that a bit over 12% more of the total variance

ey vy £ TR AR el VLT

in the criterion scores has been accounted for when using

the selected judges. Putting it in terms of forecasting :

improvement over the "random four" judges we realize that

A TNtk it AL LY ARV LA LT LG 1 S0 30 2 e g

using the technique here described we have a 40% improve-

b o

ment over "chance".

Let us restate what was done by Garber and Shoséak.
There was a fixed sample of high school essays. A multiple
correlation coefficient of over .71 was computed when an
averaged rating obtained from eight randomly-drawn readers

from a 32-reader pool was utilized as the criterion; and 30

ST IR T T AN AT R AR T, A0

YRR

approximations to writing ability such as length of essay,
number of commas, use of uncommon words, and standard devia-
tion of word length served as the predictors. Next, a
factor analysis based on the unequal numbers of observations
for the 496 pairs of judges in the 32—judge pool was calcu-
lated. From this analysis one of several sets of variables
(really judges), which were more or less clearly identifiable
by the simple structure criterion, were selected as new
criteria for a multiple correlation computation. However,
this time the prediction would be much more stringent.

There could be no approximation to a "true" grade for each

-98-~
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essay in the usual test-theory sense of a mean score from
Instead, the error term would contain

repeated sampling.
o an unknown de-

increased variance from two sources and t
one hand, from the

These error components were, oOn
essays read mutually

gree.

relative lack of overlap in the actual

by four judges, as contrasted with the higher number of

" essays that eight judges from a 256-essay "popula-
The other error source was the lack of
o cancelling out random errors

"same
tion" had read.

the beneficial effects due t

which occurred when eight ratings were averaged for each

essay.

To get an estimation as to what had been gained from

this method of judge selection, a comparison was made with

a random selection of four other judges from the remaining

Nearly 40% more predictability was found to be the

A sampling distribution of multiple R's
and thus a crude sort of signifi-
the R obtained on the

28.
estimated gain.
could have been gathered,

cance approximation calculated, for
selected cluster and on the other untried clusters. How-
ever, one would have serious misgivings about any genera-

1izability of such findings to other samples from the same

population of essay writers and graders.

What are some implications frcm this study? In the

words of Garber and Shostak:

it has been shown empirically that, by

this technique, one specific small gain may be
made toward the goal of increasing the multiple

R in essay grading by computer through selecting
of criteria on the basis of clusters of consistent
viewpoint among a random sample of readers.

First,

que like stepwise regres-
fied clusters for criteria,
pbout the essay evaluation

Second, by some techni
sion using such identi

knowledge may emerge a
process itself.
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And, third, as Davis (1965) suggested in his
critique of Project Essay Grade, we may by

the route marked out here avoid wiring stu-
dents to an "easy mass standard" writing style
since, instead of exposing merely a simplicity
in human writing behavior, we can begin to
uncover some sources of dissonance and raucous
rumblings among the lions who rule the teaching

of effective composition.
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The possibility outlined here has not yet been
capitalized upon for the production of higher multiple-R
but it may be regarded as a tool for future

It may in the future be extended to trait

-
R SRR
. o NI

coefficients,

445%

investigation.

analysis as well as an overall dimension, if it proves

feasible in later study.

Trait prediction by machines. For our present stage

ine, perhaps the best

I L X Y R e RS SR
¢ et e

of development of a new discipl
comparisons may still be those of the human expert com-

pared with the machine. As we have seen, eight expert
judges, randomly selected from a qualified panel of 32
ery essay and ‘evaluated it for ideas,

such judges, read ev
and creativity. We were

organization, style, mechanics,
particularly interested in including the last named, be-
ommon objections encountered to this sort

cause of the c
of work by some teachers in the humanities.

From the beginning, humanists have often miscalcu-

lated the difficulties in essay analysis, and imagined

that specific criticisms of punctuation and usage might
er, but that global

be easy to program for the comput
style, or creativity

measures such as overall quality,
would be virtually impossible. In one sense, quite the
We have had prompt success in actuari-

gs of these subjective traits,
Yet a

reverse is true:
ally simulating the ratin
as all of our data reported soO far would suggest.
really sound decision about the correctness of usage of

a comma, or the agreement of subject and verb, is a pro-

-100-
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lem which presumes a great amount of analysis, and some of
§ the necessary background routines have not yet been pro-

grammed for any project anywhere. We shall discuss these
problems later.

Surely, from this humaunistic point of view, the most
challenging problem of all would be to measure creativity,
since by such reasoning a creative work, or original work,
is by definition unlike the others, and is unique; and

5 therefore it requires a recognition procedure which could

not be programmed in advance.

Obviously, the first step is to remove the problem
, from the humanistic viewpoint and put it within a view-
3 point susceptible to behavioral analysis. In order to do
3 this, we must ask: How is creativity recognized? How do
we know when we have achieved it? The only possible answer
] seems to be that a work is creative when people say it is
creative; there is no' evaluative procedure above human

E judgment for deciding whether something is imaginative,
or original.

But once again, we must appeal to behavioral science.
. W
2 If we use one judge (and the humanist, when pressed, will

3 often designate himself as sole arbiter), then we have a

very uncertain criterion. We do not know to what extent

. the evaluations made by this judge will correspond with
the "true" creativity in the work. Therefore, we must
‘ ask other judges to assess the work independently of each
; other and of the first one, and we must regard their judg-

ments, in absence of evidence to the contrary, as equally
in such matters

We still

A M R O S g

? valid, if they are equally "authorities”
(however qualifications might be established) .
do not know how well these judgments correspond with the

ntrue" creativity in the work, but at least we can ascer-

fa A

tain how well they correspond with each other.

S
-
24
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We must, in the end, assume that the population of

all such expert ratings would indeed represent our best
Not to admit this

estimate of any such "true" creativity.
And when we do admit

would leave us in hopeless solipsism.

such a criterion, and when such ratings are made of large

numbersof essays, each of which may or may not possess

"creativity," we are led to additional discoveries about

the trait.
the usual humanist way of thinking.

And these discoveries are quite contrary to

For the distribution of creativity turns out to be

approximately normal, and approximately continuous. And

it has (as we note in Table V-2) a standard deviation of

.641 rating points, which is just in the middle of the

That is, it does not appear to Lhe a purely
once be recognized for

five traits.

"qualitative" trait, which may at
Furthermore, to emphasize the

its prescenceor absence.
f the trait, the reliability

apparent continuous quality o
of human judgment of creativity was the lowest for any of

the five traits, as will be seen presently.

In short, then, there is every reason to regard

"creativity" as a criterion rating like any other. And
to regard in the same way originality, imagination, and
instructions

other near synonyms used Or implied by the

to the raters, shown in Figure v-1. Of course, the dis-

tribution is in part a result of the instructions re-

garding such distributions, but there was nio apparent

tendency by the teachers to force it into a yes-no pattern.

The data for all five traits, then, are shown in

Table V-11, which may represent the most complete state-

ment yet about the comparative success of the basic proxes

so far presented.

title. Column B shows us the reliability of the pooled
h trait.

Column A of course lists the traits by

sum of eight independent judges, calculated for eac
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: TABLE V-11

i Camputer Simulation of Human Judgments

3 For Five Essay Traits

3 (30 predictors, 256 cases)

1 A. B. C. D. E.

3 Essay Hun.~Gpe Mult. Shrunx, Corr,

3 Traits Reliab, R Mult, R (Atten,)
E I. Ideas or Content o715 072 .68 .78

3 .

.‘ II. Orga-nization 075 062 ° 55 06‘#

III. Style .79 .73 59 117

: IV. Mechanics ' .85 <69 A .69
V. Creativity 72 J71 .66 .78

, NOTE:

1 Col. B represents the reliability of the human judgments of
3 each trait, based upon the sun of eight independent ratings,

] August 1966.

3 Col., C represents the multiple-regression coefficients found
: in predicting the pooled human ratings with 30 independent proxes

f found in the essays by the camputer program of PEG-IA.
Col., D presents these same coefficients, shrunken to elimi-

] nate capitalization on chance from the number of predictor vari-

ables (cf. McNemar, 1962, p. 184.)
Col. E presents these coefficients, both shrunken and

4 corrected for the unreliability of the human groups (cf. McNemar,
1962, p. 153.)
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The results here are not very surprising: mechanics shows

the best agreement, and creativity the least, and this 1is

in accordance both with intuition and other work on ratings.

That is, English teachers are readier to agree oL whether

a word is misspelled, or an improper verb form used, than

f they are on whether a student's writing is original or
shows imagination. We remember that spelling errors, in-
adequate as our list of misspellings is, nevertheless

: correlated -.30 with mechanics, while length of essay be-

4 came a major contributor to creativity. It is clear, in

: any case, that human judges have a more difficult time

with creativity than with other traits.

3 But what of the computer? Column C shows the raw

: multiple-R coefficients, predicting these criteria, unre-
: liable as they are, from the prox measurements. Here we
see that mechanics enjoys no advantage; to the contrary,
3 it is more poorly evaluated by the computer than creati-

vity is, and oryanization more poorly evaluated still.

This relative standing, as we have seen, is contrary to
the intuition of the humanist about what is easy, and

2 what is hard, in the computer evaluation of prose.

4 Column D has made the reduction in MULTR which, as
i we have formerly discussed, is necessary to compensate
; for the capitalization on random error inevitable in

: multiple regression. These shrunken coefficients, then,
: have been found through statistical manipulation, or

1 through lookup in Table IV-11(B), rather than through

; empirical cfoss—validation. Again, mechanics is not

highest, and creativity not the lowest, of the shrunken

correlations.
4 Column E exhibits a transformation of Column D,

pumping up the correlation to compensate for the unre-
liability of the criterion scores. Column E, therefcre,
reflects the true population correlation which might be

-104-




™ 2
RESE b

e
3

A
Z

expected from the 30 proxes under the case of perfectly
reliable judge ratings, and after eliminating the capitali-
zation on random variation in the proxes. Thus the corre-
lations in Column E are the best evidence to date about
what success we theoretically would have in predicting the
important qualitative dimensions of ideas, organization,
style, mechanics, and creativity, using only computer-

measured variables in the prose.

For all five traits, we have seen an ability to pre-
dict the "true" ratings with a rather surprising degree

of accuracy.

Summary. This chapter has broken down the evaluation
of essays into important dimensions, and has investigated
strategies in predicting human judgments of these dimen-
sions. New ratings were generated for 256 essays, with
eight expert teachers, drawn from a sample of 32, inde-
pendently grading each essay, on five traits commonly
accepted as important. The judge ‘intercorrelations, and
trait differences, were shown. Then the chapter indicated
how the proxes differentially contributed to the traits,
so that spelling errors contributed to the evaluation of
mechanics far more than they did to that of the other
traits. Neverthelesé, as one would expect from the halo
effect demonstrated here by correlation and by analysis
of variance, there was a great similarity in the lists of
high contributors to the various traits. Some investiga-
tion was made of refining the criterion by gathering to-
gether similar judge viewpoints, and this possibility was
recommended for further exploration. Finally, the overall
ability of the system to predict the various traits was
tested, and it was found that, contrary to what some might
argue, such presumably lofty and subjective traits as
creativity could be as effectively evaluated, using the
present strategies, as well as the presumably more cbjec-
tive trait of mechanics. All in all, there did not appear
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tc be any general area of essay evaluation which seemed,
on any a priori grounds, beyond the possibility of automatic

evaluation and analysis.
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CHAPTER VI

FPROBLEMS OF STATISTICAL IMPROVEMENT
IN PREDICTION

The prior chapters have reported on work done over

more than two years in analyzing essays mechanically. As
has been seen, the success to date has been striking, al-
though in a number of ways the reported strategies are
surely less than optimum. One of the possibilities for
improvement would appear to be in a more sophisticated
strategy of statistical prediction. This chapter tells of
explorations made into seeking some system other than the

basic linear one of most multiple regression programs.

Much of this chapter is based upon a report made by the
authors (Paulus and Page, 1967) at an Annual Meeting of

the American Psychological Association, in Washington, D.C.

The problem of linearity. A standard multiple regres-

sion program calculates an equation of the type shown as
equation (1) in Figure VI-l. 1In this equation b1 to b30
represent computer calculated weights for each of the proxes,
Xq to X34 These weights are calculated in such a way so

as to maximize the correlation between Y (the predicted
score) and Y (the actual score or rating). We found this

correlation to be over .65 (that is, on cross validation
As we have seen

it does not

and after correction for attenuation).
from prior chapters, the method works. However,

work as well as it could, or perhaps should.

0f the many ways one might attempt to improve statis-
tically upon the method, this chapter will report two,
since both are applicable to a wide variety of multivariate

predictive problems, not only to the grading of essays.
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Since both employ only existing data, the problems asso-
ciated with the collection of further data are, therefore,
avoided. It is our belief that some of the same problems
will often haunt the workers with verbal data of the kind
in this project, and therefore this discussicn has rele-

vance for other workers concerned with natural language
strategies.

The first of the two approaches deals with the use of
simple two-way interaction terms in an attempt to increase
predictability. The second approach deals with the examin-
ation of the relationships between the various proxes and
the criterion (the pooled ratings), with the thought of
applying transformations to the proxes in an effort to in-
crease the correlations between the proxcs and the criterion.

One of these uses interactions, then, and the second uses

transformations.

Interactions. One way in which one might conceptualize

an interaction term in a multiple regression equation is to
think of variable weightings of predictor variables. We
want the weights received by a given variable not to be a
function of that variable's correlation with the criterion
and the other independent variables alone, but also to be

a function of the subject's score on some other variable.
Equation (2) of Figure VI-1 will make this clear. Note
that the weight received by %X; in this simple equation is
the quantity (b2x2 + bl); some function of the variable X,
plus the constant bl‘ Carrying out the indicated multipli-
cation we obtain in equation (3) the simple cross-product
of Xq and X, which, along with the appropriate weight,
represents the interaction of 31 and X, on the criterion.
Generalizing from this simple case, we can See that any
number of cross-products (i.e., interactions) may be ip—

cluded in a multiple regression equation along with linear
Given our 30 proxes, then, we can look at 435 two-

terms.
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way interaction terms in addition to the 30 linear terms.

This equation is of the form of equation (4) of Figure VI-l.

Before this equation can be calculated, however, two
preliminary problems must be considered. The first problem
is illustrated by equations (5) through (8) of that figure.
Assume that we want to predict some criterion score Y from
three independent variables: X1 Xy and the interaction
of X and Xor X1Xg5e Equation number (5) gives the three
predictor equation with independent variables expressed in
deviation form. In eguation number (6) the indicated multi-
plications have been carried out. Underlined terms are all
constants and may, therefore, be absorbed in the constant
term "C", as shown in equation number (7). After underlined
terms have been combined in equation number (8) we find that
the weight assigned to x4 is the quantity (b1 - b3§2) and
the weight assigned to X, is (b2 - b3X1). We can see,
therefore, that the weights assigned to the linear terms in
equation number (8) are distorted by the values of b3, and
X1 or X2.
distortion is not present. First, when b3 equals zero, and

There are only two conditions under which this

second, when the means of the linear terms are equal to
zero. Since the interaction term is included precisely
because the investigator does not believe that b3 is equal
to zero, only one alternative remains: to set Xy and X2
equal to zero. Further, and this appears to be contrary to
all intuition, the correlation between the interaction terms
is affected in a manner similar to the distortion of the
weights assigned to the linear terms, unless the means of
the linear terms are equal to zero. These distortions
generally tend to inflate the correlations between the in-
teraction terms and the criterion. Interaction terms,
therefore, generally appear to be more valid than they
really would be if the means of the linear terms had been

adjusted to zero. If higher order interactions are con-
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sidered, then the means of the lower order interaction terms
must be adjusted to zero before the higher order interaction
terms are calculated. Interestingly, the multiple correla-
tion coefficient is not affected by these distortions; the
crucial effect these distortions have is in the research-
er's interpretation of his results. Hence, as the first
step in working with interaction terms in the predictive
context outline above, all linear variables must be stan-
dardized to a mean of zero. Another way of phrasing this
dictum might well be: "No multiplication without standard-
ization".

The second general problem which must be resolved,
prior to the calculation of equation (4) mentioned before,
is the selection of useful interaction terms. "Useful" is
used here in the sense of an interaction term’'s ability to
increase the multiple correlation. As mentioned before,
we have, given 30 proxes, 435 possible interaction terms
which could be included in the equation. It seems clear
that not all of these interaction terms can be efficiently
used in our predictive context. The reason for this is
that, in cases where the predictors vastly outnumber the
number of subjects, the loss in validity on cross-valida-
tion of the linear comrosite of terms becomes very, very
great. A method of selecting useful predictors from all of
the possible predictors needed, therefore, to be developed.
A standard method usually employed in situations of this
type is step-wise multiple regression. However, all step-
wise multiple regression computer programs which we were
able to find and to examine, required that at least one
variable-by-variable matrix be stored in core memory of
the computer. Given the amount of data available here,
this would require a minimum of 200,000 core locations, too

many for the computers currently available. As an alterna-

tive to the step-wise multiple regression procedure, the
following method was employed.
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A simple correlation coefficient is calculated between

each of the independent variables and the criterion. The

absolute values of these correlations are rank-ordered.
The largest correlation is selected ard the criterion is

predicted from that variable which yielded the correlation.

This is done for each subject. A new variable is then

created which is the difference between the predicted
This new

variable has the property of being uncorrelated with the
In other words,

criterion score and the observed criterion score.

independent variable which wa3 just used.

we now have a variable which does not correlate with the

variable that was selected, nor with those portions of the
other independent variables which correlate with the vari-
able that was selected. 1In effect, a series of partial

correlations are calculated: the first one being a zero

order correlation, the next one a first order correlation,

At each step, the original criterion is replaced by

etc.
the new variable, and the process is repeated

the residual,
until the residual correlates no longer with any of the

remaining independent variables at some reasonable level,

This method provides for a rank-ordering of

But the method has two weaknesses. First, the
(Ease in pro-

say, ,05.

predictors.
method is not as powerful as its converse.

gramming, however, made the present method more desirable

at this time.) Second, the method does not really allow

for the selection of suppressor variables. This was un-

fortunate, and the investigators still seek a solution.

all predictor selec-

An additional problem inherent in
The validity

tion techniques is that of cross validation.

of a multiple regression equation will, of course, almost

always be highest for the sample in which the equation was

and lower in other samples oOr in the population.

out, formulas for estimating the cross-
such as

constructed,

As we have pointed
validities of sample multiple regression equations,

the Wherry formula or the Lord-Nicholison formula, do not
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apply with complete rigor to situations where predictors
were selectively chosen from a large number of predictors.

Therefore, cross-validation estimates had best be esta-

blished empirically. Thus, in this research, the previously

described procedures were applied to a random sample of two

thirds of our essays; the remaining third was used as a
cross-validation sample.

Table VI-1 presents the data obtained when this cross-

validation was applied. Note that only nine interactions

and linear terms were selected before the correlation be-
tween the residual criterion and any of the predictors

failed to exceed .05. These nine variables were entered

into a standard multiple regression eguation in order to
obtain weightings and a measure of their combined predic-

tive power. The obtained results are reported in Table

VI-2. As expected, the multiple correlation is somewhat
higher than the one obtained when the 30 linear terms were

used. This increase, however, can't be evaluated until

the equation is cross-validated and the amount of shrinkage

has been discovered. Therefore, the obtained equation was

applied to the remaining third of the sample, and the pre-
dicted scores were correlated with the observed scores.
The correlation coefficient which was obtained was .63.
You will note that this coefficient is approximately the

same as the shrunken coefficient which was obtained by

using the 30 linear terms - the proxes alone. This seems

to indicate that we can predict the grade an essay receives
as well from nine variables as we could from the original
30. Making use of interaction terms, therefore, does not

allow us to predict any better, but rather to predict just

as well using far fewer variables. The lack of increase in

predictability is puzzling and may perhaps be attributed to

the relative unstability of the criterion. If the criterion

had been more reliable, this method would surely have yielded

better results, for the reasons already explained in an
earlier chapter.
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TABLk VIl

RANK~-ORDERING OF PREDICTUR VARIABLES

Variable
standard Deviation of Word Length
Number of Commas
iength of Essay in words

Interaction of # of Periods and
# of Subject-Verb Openings

Interaction of # of Periods and
# of Declar. Sentences Type uAM

# of Dashes
# of Words on Dale List

Interaction of # of Periods and
# of Declar. Sentences Type "B"

# of Connective Words
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Transformations. The first step in dealing with the
relationships between each of the proxes and the criterion

was to develop a short computer routine which would graph

the relationship between each of the proxes and the cri-
terion. Sample graphs for five variables are shown in
Figures VI-2 to VI-6. It was hoped that by examining
such graphs insights could be obtained which would aid one
in selecting transformations to be applied to the proxes
so as to yield higher correlations with the criterion.

Oon these graphs, the x or horizontal axis represents
the independent variable, the prox. The y or vertical axis
represents the ratings which an essay received. A rating
of 1 is the lowest rating an essay could receive; a rating

of 5 was the highest.

. Each of the graphs was carefully examined in an effort
to determine if any reasonable curve might explain the

data better than a straight line. It appeared that for
several of the graphs this might well be the case. Examine,
for example, the graph for variable number 8 (Figure VI-2).
The curve indicated by the dotted line may well fit the
data better than the straight line. Both have been indi-
cated on that graph. In orcer to sequentially apply trans-
formations to the proxes, the following techniques were
employed. A FORTRAN II program was written for the IBM
1620 computer (chosen locally for its auxiliary equipment
and accessability) which allows a researcher to apply real-
time transformations to the data. The program calculates
means and standard deviations of both prox and criterion,
and the correlation coefficient between the two. Next, the
relationship between the two variables is plotted via a IEM
1627 plotter. These plots are similar to the ones in
Figures VI-2 to VI-6, except that the points are connected
and that a complete plotting grid is supplied. After exam-
ining the plot, the researcher can apply to the data one of
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14 transformations (or any combiration of these transforma-
tions). The entire process is then repeated until the re-
searcher decides to stop. The current values of the
variables are then punched out on cards. This processis

illustrated by Figure VI-7.

As the number of cases increases, this process becomes
painfully slow on the 1620. (Compilation alone took about
20 minutes, and for 200 cases some transformations required
as much as 15 minutes.) As a result, Paulus converted this
program to run on our time-sharing teletype console, which
is connected with an IBM 7094 at the Massachusetts Insti-
tute of Technology. Again; it appeared that the relative
instability of the criterion limited the usefulness of this

approach.

Discussion. To date, then, the Project has examined

some methodological problems dealing with nonlinearity in

predicting grades on essays. So far, however, we have

not been able to substantially increase predictability by
these methods, beyond that obtained under a naive linear
assumption. It is our feeling that this may be due to the
instability of the ratings of the essays, and, of course,

the lack of more sophisticated proxes. Given the loose
ratings used so far, it seems relatively unimportant what
combinations of proxes are used, what transformations are
applied to .some of them, or what interactions are considered.
The multiple correlation, after cross validation, appears

to have stabilized at about .65.

There are at least two general ways in which such
work may proceed in the future. The first is to recognize
that there are differences among raters, and to attempt to
empirically establish groups of raters, then to attempt to
describe the characteristics of these groups. Some steps
in this direction have been reported in tﬁe prior chapter.
Then multiple regression equations, employing the previously
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ERIC

FiGURE VI-7
SAMPLE OUTPUT FROM TRANSFORMATION PROGRAM

CURVE FITTING PROGRAM PROBLEM NUMBER 076

THERE ARE 50 OBSERVATIONS
PLEASE CHECK SENSE SWITCH SETTINGS AND PRESS START WHEN READY

MEANS AND STANDARD DEVIATIONS

¥EAN OF X = 1.9800
MEAN OF Y = 2.8890
S.D. OF X = .9637
S.D. OF Y = 5703
THE CORRELATION COEFFICIENT BETWEEN X AND Y IS - 0720

1P STOP WRITE 9, ELSE 5

2

I AM READY TO ACCEPT ROUTINE NUMBER AND PARAMETER

132

MEANS AND STANDARD DEVIATIONS

MEAN OF X = 6.4369

MEAN OF Y = 2.8890

5.D. OF X = 2.04h9

S.D. OF Y= .5703

THE CORRELATION COEFFICIENT BETWEEN X AND Y IS 1621

IF STOP WRITE 9, ELSE 5

2

I AM READY TO ACCEPT ROUTINE NUMBER AND PARAMETER
13 2

MEAN OF X = 52. 6452

'MEAN OF Y = 2.8890

S.D. OF X = 10.8134

$.D, OF Y = .5703
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FIGURE VI-7 (Cont.)

THE CORRELATION COEFFICIENT BETWEEN X AND Y IS <1423

IF STOP WRITE 9, ELSE 5

2
I AM READY TO ACCEPT ROUTINE NUMBER AND PAFAMLTER

6

MEANS AND STANDARD DEVIATIONS

MEAN OF X = 6.4369
MEAN OF Y = 2.8890
S.D. OF X = 2.0449
S.D. OF I = 5703
THE CORRELATION COEFFICIE.'.NT BETWEEN X AND Y IS 1621

IF STOP WRITE 9, EISE 5

2
END OF JOB

R AP LA
T R AR

Note: All input is underlined.

NGRS RN T e TGRS I AT A A RS I DR i A T A
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discussed techniques, can be calculated for each homogene-
ous group of raters. We have recently completed a factor
analysis of the 32 raters who rated our essays. However,
since not all essays were rated by the same raters, we
find that our data matrix contains more missing data than
existing data. So we suspect that at least some of the
factors which we empirically isolated are missing data

and/or content factors.

A second general approach deals with differentially
weighting raters before composite scores are calculated.
This approach requires some judgment about the relative
validity of each rater. Since we have no essays which have
been rated by all of the raters, this poses some problems.
One approach seems promising. This involves factor analy-
sing the raters and using their factor scores (or some
function of them) on the first principal component as

weights.

Summary. In general, the investigators feel that
workers with verbal data should be pleased but not contented
with the present state cof the art, and with the results
obtained from using linear regression analyses. And they
should continue linear analysis for the time being. But
they should take care, whenever in doubt, to cross~validate
the results. Further statistical optimization will probably
be eventually profitable, when larger changes have beern made

in other aspects of the work.

=125~

' Tes mvewa A e ST e s

Lty SR




ot ikt

CHAPTER VIT

PHRASE LOOKUP AND ITS
APPLICATIONS

The work described in the chapters up to this point
has been limited by the computer program which has been
used, and which has been shown in Appendix A. While this
program, called PEG, is modular, mnemonic and flexible,
it lacks any real convenience in looking up phrases. The
present chapter describes a phrase look-up algorithm to
accompany the program for essay analysis, and describes

some studies done with the algorithm.

The phrase 1ook;up procedure. The phrase look-up
algorithm for fhis project was designed primarily by
Donald R. Marcotte, and formed part of his M.A. thesis
(Marcotte, 1966). Much of the preésent description is from
his thesis or from the related report by Marcotte,'Page,

and Daigon (1967).

In one sense, of course, phrase lookup requires no
special program. It is easy to insert in a FORTRAN program
a conditional transfer of the form:

IF (WORD(I) .EQ. X.AND.WORD(I+1).EQ.Y) GO TO ...

Here we have tested whether two words in a sequence of text
words matched two words from some phrase. If the first text
word in the sequence is not the same as X, then the test
has failed, and the GO TO will not be executed. And if the
first word is X, but the second text word is not the same
as Y, then again the test has failed, and the GO TO will

not be executed.

Such a test, however, lacks efficiency, and as a list

of phrases of interest becomes large, would become very

.cumbersome to program, organize, and alter. What is de-

-126-
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sired is a procedure which permits search through a simply
presented list of phrases, a list which may be regarded in
the same way as the dictionaries in the main analysis pro-
gram. And it is this need which the subroutine PHRASE was
designed to fill. Appendix C has the source program list-
ing for PHRASE.

In order to implement PHRASE, a skeleton copy of the
PEG program was used to assemble the sentences of the
essay being read, in the way already described. Also, the
main' program was used to read the array of first words of

the phrases, and to read in the full phrase matrix.

Onie sentence is obtained from the essay being cor-
rected. A phrase-within-quotation-marks (PWQM) counter,
a PWOM indicator, and an adjusted word counter are set to
zero. The PWQM countexr is incremented every time a phrase
is enclosed within guotation marks. The PWQM indicator
provides a symbol, either 0 or 1, for punched-card output.
The adjusted word counter eliminates unnecessary processing
of words that have already been identified as part of a
phrase. Since phrases of only two or more words are pro-
cessed, the index indicating the number of words in the
sentence is reduced by two, because the last word and end

punctuation need not be processed.

DO LOOPS are set up which call the computer to cycle
automatically until certain criteria have been met. The
initial DO LOOP provides for the search of a sentence for
a word that belongs to an array of first words of phrases.
Prior to doing this, a test is conducted to determine if
the index indicating the ordinal position of the word in
the sentence is less than the value of the adjust word
counter. If this index is less than the adjusted word
counter no cycling occurs since the word being analyzed-
has already been processed, or it is the first word of the
sentence. If the index is equal to or greater than the
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adjusted word counter, the word is processed. A provision
- is made to eliminate the processing of both parts of a

] natural-language word, This is necessary since a computer
word (on the IBM 7040) consists of only six letters while
many words in the English language contain more. There-
fore, all natural-language words are represented by two
computer words. This means that it is possible to identi-
fy the first part of an English word and also attempt to

2 identify the second part of the same word. This possi-

P bility is eliminated by an appropriate test. The test is
made by dividing the index for indicating the ordinal posi-
tion of the natural-language word in the sentence. If the
natural-language word has been processed previously, then

no cycling occurs, and the next computer word is examined.

Because the computer cannot differentiate between
natural-language words and punctuation marks, a test is
conducted to determine whether the unit being analyzed is
a punctuation mark. If this is so, no cycling occurs;

but if the unit is not a punctuation mark, cycling does

occur.

As was noted earlier, each natural-language word needs
two computer words. Therefore the second DO LOOP requires
4 two comparisons for each word provided to it. These two

comparisons result in the jdentification of the particular

phrase for which processing occurs.

After identifying the specific phrase, the adjusted
word counter is incremented by two because two computer
words have been processed. The index for the print-out

array, RC, 1is set equal to two, and the two identified

computer words are placed in the array, RC. The value of

the row counter replaces the value of another row counter

needed to process the phrase.
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The third DO LOOP provides for the comparison of each

natural-language word following the identified word with
During

ORI I b 3 s

each natural-language word in the specific phrase.

each cycle a test is made to determine if the computer word

of the sentence is the same as the computer word of the
If it is, then the RC array index is incremented
RC.

phrase.
by one and the computer word is placed in the array.

If no comparison is made, then a test is made to determine

if the symbol identifying the end of the phrase is present.

If so, then indices for the identification of the presence

of quotation marks are established. This is done in two

steps: (1) by replacing the first index with the ordinal

value of the natural-language word preceding the first
word of the phrase in the sentence and (2) by replacing

the second index with the ordinal position of the natural-

language word succeeding the last word of the phrase in

the sentence. The second index may have one of two values.

This permits the identification of phrases that are not
in quotation marks but also have punctua-
The first of the

only enclosed with

tion marks within the guotation marks.

above alternatives is examined, and if the phrase is not

olely within quotation marks then the second
Tf neither alternative is correct,
and the

enclosed s
alternative is employed.
then the phrase counter is incremented by one,

puter word following the last natural-language word in

com
the phrase in the sentence is cycled.

no comparison is

.
N
gt B R b e

If in the test for an endiné symbol,

made, then the index for the array, RC, is tested to deter-

mine if less than four natural-language words are in the
The fourth word is not tested because phrases con- :
If there are

array.
sisting of four words have no end symbol.

fewer than four words in the RC array, then the original 3
row index counter is incremented and the next phrase is

This is done because several phrases begin with

processed.
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the same word, and it is necessary to examine all phrases
having initial words in common. Continual incrementing

of the row index counter occurs until all phrases beginning
with the identified word in the sentence have been analyzed.
This also means that one extra word will be analyzed, the
initial word of the phrase following the phrases that have
been examined, because the number of phrases beginning with
the same first word are not constant. That is, it is not
possible to determine when the series of phrases beginning
with the same first word end. Therefore the added compari-

son is made.

Once the phrases are identified, it is necessary to
record the information for "output."” The output is punched
on cards as well as printed on paper. There are two sets
of punched card output: (1) the cards containing the
identification number of the essay, the identification
number of the phrase, the symbol indicating whether the
phrase is enclosed within quotation marks or not, and the
identified phrase, and (2) the cards containing the identi-
fication number of the essay, the total number of trite

expressions used in the essay, and the total number of

S TR R T AT T R TR TR IR AT PO ALV LAY R,
> TR AK T

trite expressions enclosed within quotation marks. The

VAR AT N R

printed output is an amalgamation of (1) and (2) above.

The final DO LOOP provides for the replacement of

sach word in the RC array by Zzero.

An application to cliches. Beyond constructing the

described algorithm, the main purpose of Marcotte's study
was to find how important cliches may be in the computer

evaluation of student essays. Surely, according to

English texts, such patterns of wrltlng would be presumed

to handicap an essay's evaluatlon, and might be expected
to correlate negatively with human judgments.

~130-
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Background on clichés. A cliché has been defined by

Partridge (1962) as "...an outworn commonplace; a phrase,

or short sentence, that has become soO hackneyed that care-
ful speakers and scrupulous writers shrink from it because
they feel that its use is an insult to the intelligence of
their audience or public." The searching of essays for
clichds is a tedious if not impractical task. Certain
clichds such as "each and every" and "null and void" seem
to blend into a sentence so that they are not easily seen
on the first reading. Second and third readings are often
necessary to identify the cliché or clichés in the essay.
The task, therefore, of spotting clichés seems insurmount-
able when there are several hundred essays to be examined,
particularly when the essay has to be graded for other
factors such as creativity, mechanics, style, organization,
and ideas or content. The time reguired to make just one
very detailed reading and commentary, a minimum of fifteen
minutes (Daigon, 1966), is considerable, but when two or
three readings are required the time multiplies greatly.
Because clichés are clearly defined word groups, a computer
search strategy is very efficient. Clichés can be stored

in the computer and exact comparisons made.

LaBrant (1949) has discussed the difficulty of being
sure when a cliché is hackneyed to the person using it,
and Fowler (1965) has pointed out that every cliché seems
fresh and novel at some time to the user. and Guth (1964)
has warned against the "overzealous avoidance" of phrases
which might seem trite, saying the there is a "not always

clearly distinct borderline between the hackneyed and the
idiomatic" (p. 194).

partridge (1962), however, has approached the problem
more systematically by providing a rather extensive list
of clichéds in dictionary form. He categorizes each cliché

into one of four groups:
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Idioms that have become clichés.
2. Other hackneyed phrases.
Groups (1) and (2) form at least four-fifths

of the aggregate.
3. Stock phrases and familiar quotations from
foreign languages.
4. OQuotations from English literature.

Other noteworthy aspects of Partridge's dictionary are
definitive information and specific examples for each group
of clichés, and the annotation -of some clichés to indicate
that these are considered particularly hackneyed or objec-
tionable. Furthermore, Warriner (1951) and Griffith (1957),
pp. 263-4) have supplied clichés not on Partridge's lists,
and still others have been supplied by personal advance of
Dr. Arthur Daigon. Three hundred clichés were included in
this portion of the study, divided into two groups of 150
each: (1) clichés considered by Partridge to be "particu-
larly offensive," and (2) others which were presumably not

so odious. These lists may be found in Marcotte (1966,

App. C), and will not be presented here.

Of the 256 essays examined, only 58 contained any

occurrences of the cliché phrases, and there were only 74

occurrences all together. The number of different clichés

used is only 24, and these are listed, together with their
An examination

frequency of occurrence, in Table VII-1.

of these shows a rather large loading on two phrases:

"finer things" and "in my opinion". When it is remembered

that this particular essay was on whether,
opinion, the best things in 1ife are really free, it is
understandable why these should occur so often. And these

two phrases are seen to be pretty meaningless for any
Of Partridge's "particularly offen-

in a student's

general conclusions.
sive! phrases only eight were found, for a total frequency

of only 13, In general, the clichés actually found do not

seem necessarily very handicapping.
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TABLE VII-1

TRITE PHELSES FOUND IN HIGH
SCHCCL ESSaYS

Cliche Frequency

dl ina]-l.....ﬂ...................
by the same toKeNeeoosocccccccccoene
comon understandingeccecccceccccccee
each and €Very.ceccecccccoccccccccee
finer things.......................
first and foremosteececceccccccccce
helping hanNdeececcccccsscccccccccccce
high and dI‘y.......................
in my opinioNeecececcsscccccccccccce
in the long IMiNeecocsceecosncccccscsose
let's face it......................
matter of facteececceccoccocccccocece
more or 1eSS8e.0000cccccsceccccccccee
remy and trtlly...................
reigns supreme.....................
root of 3ll €Vilececcoscoccccccccces
step by stePececccceccccccccccccccee
survival of the fittestesececccccocos
this day and 8gCecvcccccscccccccces
through and through................
through thick and thineececcccecscee
to say the leasteecsceccccccccccece
WiShm thmking........’...........
work and no pla.yooooooooooooooooooo

HHHHHWNHNHHWHHQSH&H;HHNw
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This intuitive feeling is borne out by Marcotte's
statistical comparisons between those essays containing
clichés and those not containing them. The mean ratings
of the two groups (one with 58 essays, the other with 198
essays) were compared using a random-sample t-test, one-
tailed because of the natural assumption that the non-
cliché essays would be presumedly superior. No such evi-
dence was found. To the contrary, for one trait (Ideas)
the difference between group ratings was even in the wrong
direction, and happened to account for the largest t-ratio
found (1.37). And none of the t-tests approached signifi-

cance.
We may infer that these particular lists of clichés,

which are apparently as authoritative as any, do not aid

in predicting whether an essay will be judged to have
superior ideas, organization, style, mechanics, or creativity.

often findings of "no significant differences" are depre-
ciated as inconclusive, or uninteresting to science. Here,
however, where the data are drawn from a naturalistic

essay situation and evaluated by realistic jﬁdges, such
null-hypothesis findings seem to have great relevance. The
avoidance of hackneyed phrases is often a subject of teach-

ing in courses in composition, and this study casts a con=

siderable shadow over the importance of the topic, at least

R T AR AN

in the secondary grades here sampled.

A search for psychological characteristics. Another
application of the phrase look-up algorithm was in a study
of what might be called quasi-psychological characteristics ;
of prose (Hiller, Page, and Marcotte, 1967) . This study 1
was a combination of the strategies and methods used in
this overall project, together with some of the subjective z

list-generation character of the General Inquirer (see

Stone et al, 1966).

TR
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Praits were postulated which Hiller called "opiniona-
tion," "vagueness," and "spécificity—distinctions" and
for which he subjectively generated some phrase diction-
aries, for intended use with the PHRASE subroutine al-
ready described. For the trait of opinionation, phrases
were listed such as "I feel," "I think," "in-my opinion,”
wwho can doubt," etc., and the list included such appar-=
ent indicators of certainty as "all," "always," "beyond a
doubt," etc., since opinionation and such certitude were

pelieved to have something in common. All told, 130 items

were included.

The other traits were similarly generated from an
intuitive basis, supported by general admonitions in Strunk
and White (1965). "Yagueness" was believed by Hiller to
be indicated by such. qualifiers as "probably," "usually,"
"3 matter of opinion," "generally,: etc. This category

of vagueness contained 60 items. And ""pe01f1c1ty—dlstlnc—
tions" was believed to be indicated by words implying a
specific, or concrete, point of view, such as "analyze"
"ambiguous," "exception,” "distinction," "spe01flcally,

etc. This list contained 90 words or phrases.

These phrase lists, then, were looked up in the 256
essays, and their correlations were studied with the same
five traits of essay quality. To eliminate the general
factor of length, the frequency of occurrences of such
phrases should properly be divided by the total number of
words of an essay, just as was done with other proxes
The correlations of these new proxes with the five trins
are shown in Table VII-2. All correlations are in the
predicted direction, and a number of them are highly signi-
ficant, given the large number of essays represented. At
first glance, then, the findings of Table VII-2 seem to
lend some support for a kind of construct validity of the

three traits postulated.
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TABLE VII-2

CCRRELATICON CrF FIVE MaJOh TRINS
WITH "OPINIONATION, " "VAGUENESS,™ AND “"SPECIFICITY®
(N = 256)

E
|

Trins "Opinione* "Vague, " "Specifl"
1. Ideas -o17% ~o 26% .08
2. Organization - 20% - 15% 15%
3. Style -o16% - 22% 10
4. Mechanics -1l -.14 .10

5 ° Creatiﬁty ’ - olll» -e 32* QOA

Means 901 1500 2.0

Sto DeViato 707 ’ 6.3 2.0

%Significant at the .OL level, with a one-tailed test.

Note: All correlations are based upon prox proportions, but
the means and s.d.'s are raw frequencies.
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"specificity" were

Unfortunately, further analysis leaves the question

very much in doubt, and the sum of evidence seems somewhat

more negative than positive. It can be remembered from

earlier chapters of this report that some of the largest

correlates obtained with most of the trins were those

proxes based on vocabulary: Dale common word list, aver-

age word length, and standard deviation of word length.
These three are all presumably correlated with an inferred

"frequency-score" of a student: the more words he uses

which are infrequent, the more favorable will be these

various vocabulary measures, and the higher will be his
probable ratings.

These traits of "opinionation," "vagueness," and
generated by uncontrolled subjective

procedures, which would of course have no built-in safe-

guards against correlations with these other important

Even the examples given here suggest a bias along

proxes.
llI’ll llmy’ll llalways’ll llall’ll

the frequency dimensions:
"probably," "usually," strike one as fairly commonplace,

whereas "analyze," "ambiguous," "distinction," etc. are

drawn from a less frequent set of terms. This supposition

is borne out by the evidence in Table VII-3.

Here it is evident that the presumed dimensions are
well enough correlated with‘prior vocabulary proxes soO
that the new evidence of correlation with essay quality
deces not contribute substantially in any search for con-
struct validity for the new lists. If the lists happen to
strike a reader as persuasive, then the measures, indivi-
dual though they are, can be said to possess some face
validity. But apparently we still do not have any more
compelling evidence for their being important measures in
This is a problem that is common in con-

their own right.
The problem is shared by the "diction-

tent analysis work.
aries" used in most of the General Inquirer work, as we
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TABLE VII-3

CORHELATICNS OF VOCABULARY EIaDURLS

-

«ITH "CFINIONATICN,® "VAGULNISS," And "sSPzCIFICITYY

(N = 256)

Vocabulary
Dale list
Aver. Wde Lenge

Ste. Deve. Wde ng.

tOninion." "Wagueo" nSpecif,"

o 32
"01#3
""018

016 ""ollir
- 06 oy
-019 019

Only proportions are used

for the column
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have already noted, and the General Inquirer was clearly

one of the two models for this sub-study.

More important, from an essay-analysis viewpoint, is
the fact that the multiple-R for predicting essay quality
does not seem to be increased by these traits of "opinion-
ation," "vagueness," and "specificity." At first they
seemed to one worker to contribute some new variance, but
to date no cross-validation has shown significant imprcve-
ment in the prediction through use of these hypothesized
variables. This has some meaning for the major future
developments in essay analysis, as will be discussed in a

later chapter.

Correlative conjunctions. Some other types of routines

have been developed for sequences of words which may be
separated by other words. One worker, Alice Trailor, was
curious about the use of correlative conjunctions, such as

eituer . . . or, neither . . . nor, etc. Her reasoning

was that sentences utilizing phrasal, clausal, parentheti-
cal, or transitional elements would be indicative of a more
mature or sophisticated style. and devices which provide
means for coordination or subordination, such as correla-

tive conjunctions, might be expected to predict human essay

evaluations.

To test this relationship Miss Trailor used a lexicon
of 11 common correlative conjunctions, taking Pence (1947)
as a guide. For the 256 "free" essays, the resulting fre-
quencies of such correlative conjunctions are -shown in
Table VII-4. Obviously, certain items dominated the usage
of the high school students concerned, especially either...
or and if...then, which together accounted for more than
half of the occurrences. And with the judged gquality of
essays, these tiny frequencies had correlations hovering
around zero, with the highest for any trait being a (non-

significant) -.11 with rated creativity.
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TABLE VII-4

DISCOVERED Frit U:HCIES
CF CCRAELATIVE CCNJUWCTIGNS

Correlative Frequency
either...or 57
neither...nor 17
both...and | 26
not oniy...but also 7
not only...but 8
if...then Wby
although...still 3
althoughe..yet 0
though...still 0
thoughe..yet 0
since...therefore 0

162
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This particular investigation, then, explored one
small facet of language usage in high school essays. The
hypothesis that correlative conjunctions might furnish
additional clues to writing quality was not supported by
the data, but an algorithm was developed to permit the
searching for separated words and word clusters in the

text.
Verb constructions. Another investigator was in-

terested in whether type of verb syntax would help predict

essay quality. Thomas F. Breen pointed out that many

textbook writers for composition teaching inveigh against
the use of the passive voice, and claim that the active
voice is almost always to be preferred (Gleason, 1965) .
But one would believe that perfect tenses, since they
differentiate time, would characterize better writing

(Scott, 1960).

Breen therefore developed an. algorithm which would
identify and count uses of the perfect tenses and the
passive voice. His strategy was to locate the auxiliary
verbs (forms of "have" or "be") and then look for a past
participle (the algorithm searched for an -ed ending, or
for membership on a list of 213 irregular past participles) .
Two general exceptions were noted: If a form of "be" were
followed by a relative pronoun, then by a past participle,
it was not counted as a passive verb. (Example: "There
were many people (who) sent gifts.") Similarly, if a form
of "have" were followed by the word "to," then by a past
participle, it was not counted as a perfect form. (Ex-

ample: "Someday you will have (to) come here.")

With the algorithm so developed, he found 367 occur-
rences of the perfect temses, and 1323 occurrences of the
passive voice. bf these latter, 135 were believed to be
accompanied by a possible agent of the passive verb, a form
generally regarded as worse than passive verbs not accompany-=

" ing such explicit agents.
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In general, Breen's hypotheses were not supported by
the data. When the raw frequencies of such occurrences
were correlated with the overall quality of essay, perfect
tenses had a mere .03 relation. Passive voice occurrences
had a correlation of .28 with essay grade, contrary to the
prediction. And passive voice occurrences together with
an agent had a correlation of .13 with essay grade. Un-
fortunately, the investigator did not control for essay
iength, which would expectably be correlated with these
occurrences, and the discovered correlations are therefore
harder to interpret than they might otherwise be. For
example, if passive occurrences have a high correlation
with essay length, and as we know essay length has a sub-
stantial correlation with essay quality, then the apparent
correlation of passive occurrences with essay quality might
be an illusion, and fhe meaningful correlation of the two
variables might in fact be zero. And there are other
possible third variables which would account for the appar-
ent anomalies in the results. 1In any case, the project is
turning toward a deeper syntactic analysis, as will be

described in a later chapter.

Parenthetical Expressions. The final substudy described

in this chapter was conducted again by Donald Marcotte.
Parenthetical expressions are frequently used asides in
writing. When properly employed, they are effective de-
vices even though they do not contribute measurably to the
over-all meaning of the sentence. The object of this sec-
tion of the study is to determine whether the students used
parenthetical expressions, and whether they used them
judiciously. If so, then correlations between grades given
on style and use of parenthetical expressions should be
significant, and students using parenthetical expressions
should receive higher grades than those not using them.
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To test these hypotheses, we must first be able to
identify a parenthetical expression. Fortunately, a
parenthetical expression has two identifying features.

The first identifying feature is its required punctuation.
For example, Warriner and Griffith (1957, p. 580) state

that "If he [the writer] wishes the reader to pause, to
regard the expression as parenthetical, he sets it off;

if not, he leaves it unpunctuated."” Three types of punctua-
tion marks are used in "setting off" the expression:

commas, parentheses, and dashes.

The second identifying feature of the parenthetical
expression is its placement in the sentence. According
to Summey (1949, p. 60), there are three positions: "...(l)
preliminaries, standing at the beginning of sentences or
sentence members, (2) parenthetical groups in intermediate
positions--comﬁonly called parenthetical expressions with

further qualification, and (3) tags or end parentheses."

With these two discernible cues, punctuation and
position, and with a dictionary of parenthetical expressions,
the computer can be programmed to identify these expressions
in essays. The computer's dictionary consisted of 94
parenthetical expressions obtained from the textbook sources
cited earlier, and from the opinionation-vagueness list al-

ready described.

Correlations and t-tests were used by Marcotte in
the statistical analysis. First, correlations were computed
to determine the relation between position of expression
and grade given on style, and the relation between propor-
tion of expressions used to number of sentences and grade
given on style. Second, t-tests were used to determine
if the group using parenthetical expressions received
significantly higher grades on each of five traits (Ideas
or Content, Organization, Style, Mechanics and Creativity)

than the group not using parenthetical expressions.
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Less than half (n=112) of the students used paren-

thetical expressions contained in the computer program dic- g
tionary. Of the 216 expressions found, 132 were used to

sixty-seven were used within sentences,

Also, commas

introduce sentences,
and seventeen were used to end sentences.

. Sh Y fg«.mnmmmmwm&ummmmxwmw

accounted for the punctuation of 215 expressions; the re-

maining expression was set apart by parentheses.

Table VII-5 consists of a list of identified paren-

thetical expressions. Evidently, words like "also,"

"however," "no," "+herefore," and the phrase "for example"

are favorite items.
Table VII-6 shows the results of one-tail t-tests.
.01 level.

3 All five comparisons were significant at the
as was expected.

However, the largest t-value was for style,
Apparently, the use of parenthetical expressions,
has some bearing on the grades given on

proper

use of course,
essays.

Table VII-7 shows the correlations between position in

the sentence and style. Also shown are the correlations

between proportion of number of expressions in the essay

3 to number of sentences in the essay and style.

Except for the end position of the expression, all

correlations are significant at either the .0l or the .05

level.
] A summary of the Marcotte results, then, is as

follows:

(a) One hundred twelve students used parenthetical

expressions.
(b) Two hundred fifteen expressions were set-off
by commas.
(c) One expression was se
(d) No dashes were used to pun

t-off by parentheses.
ctuate the expressions.
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i TABLE VII-5
PARENTHETICAL EXPRESSIONS USED
-{ Expression Frequency Beginning Within End

1 after 8llececccccccceccss
all in all.cccccceccecesns
8180cccccccccccccoccccns
at least....cccccccceeee
for example..cccccccccccs
for the most pert.......
furthemore..c.ccececcceee
7 generally.ccecccccceccss
: however.cceececcecccccccee

I am sur€.ccccccccccccee

I believe.cecceccconcons

I SuppPOS@.ccceccccecccccee

I thinkeeceececcoocoeccee
3 if possiblescccccccccees
- in addition.ccecccccceces
3 in conclusion.ccccecccss
E in general.cccccccevcces
: in my opinion.ccceccceces
it seemB.ccccccccccccsee
;: likewise€..cocceccceccess
‘ BAYDC.ccccccsccccccccans

MOTe Or leSB.cccccccccee
‘ MOYCOVer cccccecscccsccne
A nevertheless..cceecceces

b
b

-b
o ed b b m) b\ b b
W) -t

N-‘-‘ot'o-‘-‘-‘

o

4 N0cesceessscsscsccssccns 1
: 0bViouslYcececceccoceces
: Of COUrS€.ccccocccccccas
¥ Oh--------------------o-
2 on the other hand.......
. ordinarily.cceccecceccess

5 perhaps.................
5 probably.ccccccccccccces
sometimeB..cccccvccrccce
stlll.ccocececccccecccee
that i8ccecccccccccccces
therefore..cccceececcccee
thougheceoccccesscccceee
to be BuUr€..ccccccccccce
£00sceccsccesncccccscnss
UBUBL1Ycceccccccocccnnce
Welleceooccoooccccccccce

W’o-.----.--.-----.-o--

-
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TABLE VIL-6

: MEAN GRADE DIFFERENCES
BETWEEN THE
; PARENTHETICAL AND NON-PARENTHETICAL GROUPS

Diff

‘ Traits bégﬁgzggﬁggﬁsa t Probability
Ideas or Content 1.94 3605 < 0L
Organization . 228 342 < 0L

] Style 201&3 4002 e 001

? Mechanics 271 3.57 4..01

3 .

| Creativity 1.66 2.60 < 01

8parenthetical minus non~-parenthetical.
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4 TABLE VII-7
CORRELATIONS BETWEEN
POSITIONS OF PARENTHETICAL EXPRESSIONS

3 AND STYLE

_ a
1 Position x s r P

1 Totals

" B“inn-in‘oooooooooooooo.oo 00516 0.863 0023 4.001
;‘ within.................... 0.262 00599 0021 4001
‘ Endo.ooooooooooo.ooooooooo 00066 0.293 o.w no'o
4 Totaleeeeeeeeerseensacsees 0.8k 1,154 0.28 .01

Proportions
, Beginning/No. of Semt..... 0.023 0.039 0.19  <.01
Within/No. of Sent........ 0.013 0.031 0.11 < .05
End/No. of Sent........e.. 0.003 0.013 -0.02 n.s.
Total/No. of Sent......... 0.038 0.054 0.20 <.01

®one-tail test.
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(e) Except for the end position, all correlations
for position were significant.

(f£) Students using parenthetical expressions re-
ceived significantly higher grades on all
traits than those students not using the

expressions.

Again, it is wise to note some reservations about these
findings. It is probable that all of the reported differ-
ences for parenthetical expressions migat be affected some-
what by essay length. If an expression occurs in one essay
but does not occur in other, it is likely that the one in
which it occurs is a longer essay than the one in which it
does not occur. And this relationship could have influenced
the significance levels of Table VII-6. The second half
of Table VII-7 attempts to provide for this influence, by
controlling for the number of sentences in the eséays.
Nevertheless, this is not a wholly satisfying control,
since sentences containing parenthetical expressions might
be presumed longer than sentences'not containing such ex-
pressions; and the factor of essay length might still be
the major contributor to the observed relationship. Further
multivariate study must be conducted to ascertain just how
useful the discovery of these parenthetical expressions is

going to be.

However, one portion of the present finding does not
appear subject to this criticism of length, and is also

-very pleasing from an intuitive point of view. This is

the contrast found, in the bottom half of Table VII-7, for
the various positions of the parenthetical phrases. The
correlation with quality of the proportion of beginning
phrases is .19; of the within phrases is .11; and of the
end phrases a (non-significant) -.02. This order coincides
very nicely with the general view that end expressions are
weak, dangling, and anti-climactic, and that middle ex-
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pressions too often interrupt and divide the sentence syntax.
This work on parenthetical expressions deserves further

attention.

Summary. This chapter has made a significant exten-
sion in the facilities of essay analysis, by introducing a
powerful and convenient phrase look-up subroutine, called
PHRASE, written primarily by Marcotte, and tested with a
number of sub-studies. One of these investigated the
importance of cliches in predicting essay quality. It
found that cliches were, first, surprisingly rare in
occurrence in student papers and, second, quite inert in
their apparent influence on ratings by expert human judges.
A second study also used the PHRASE algorithm, with some

subjectively constructed dictionaries, to investigate hypothe-

gsized traits of opinionation, vagueness, and specificity in
the same student essays. Although found to correlate in
predicted directions with essay quality, these three traits
did not, apparently, contribute important unique predictive
variance to the ratings. Other studies reported here in-
vestigated correlative conjunctions and verb construction
in an effort to find predictors of essay quality. And a
final study showed a positive relationship between writing
quality and the use of parenthetical expressions, and their
position in the sentence where used. In general, these
uses of phrase procedures had varying degrees of success

in the search for the sources of essay quality, but to-
gether they indicate the expanded utility of the essay

analysis program.
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CHAPTER VIII
ON-LINE ANALYSIS AND FEEDBACK

As we have seen from the earlier chapters, this pro-
ject has repeatedly demonstrated that a ccmputer can read
a student's essay and return a numerical rating which in-
dicates the quality of the essay on one of a number of
traits. These ratings have been found to be as reliable
as those assigned by trained human Jjudges. Since the
computer can return such ratings one might well ask, "What
else can the computer return, given an essay as inpuﬁ? Can
the computer make comments about a student's essay, and if

so, on what can these comments be based?"

In an attempt to answer these and similar guestions,
a computer program was developed. This program, the inter-

active essay grader, instructs the computer to read a stu-
dent's essay, to make a series of comments about the essay,

and to allow the student to correct some e€rrors which the

computer found, all in conversation mode.

We should make it clear at the very boginning-that
this program is not to be taken as a model of expert peda-
gogy. The program requires much refinement before it can
be used in a real school situation. The primary purpose
of the program is to illustrate some of the things that
can be done, and to reveal some of the problems which were
encountered in its development. Most of this work has been
carried out by Dieter Paulus, with some assistance by
Michael J. Zieky, and was reported in much the present form
to the American Psychological Association (Paulus, 1967).
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Background. Since we are basically concerned with a

simulation problem, simulating by computer the feedback an
English teacher might provide for her students, a reasonable

place to start would be in the examination of some of the

comments an English teacher might make.

First, the teacher might 1look at the content of the
essay to see whether the student has demonstrated an under-
standing of the required concepts and a knowledge of the
required facts. At present, no attempt was made to program
the computer to comment on the content of the student's
essay. (There is work now beginning in this field.)

Second, a teacher may look at the general structure
of the essay. Here the teacher might be concerned with
the soundness of the inferences a student draws, whether or
not the mode of expression used by the student is appro-
priate, where the essay lacks clarity, or where a point
needs further support. Here again, no efforts were made in
this program to allow the computer to deal with these areas.

A third aspect of an essay that a teacher may look
at in a student's essay, and frequently this is the most
important and most time consuming task in which an English
teacher is involved in the teaching of elementary writing
skills, is the judging of the appropriateness of the stu-
dent's word usage, determining errors in declension, noting
spelling errors, and so on. Comments relating to these
areas are appropriately made if the writing of an essay is
seen primarily as a drill exercise, and the student is
asked to write many essays so that he may learn to avoid
these errors. It is the comments a teacher writes relative
to these types of errors that the present computer program
attempts to simulate; for these comments are rather routine
and take up much of the teacher's time and energy. If the
computer can successfully take over this task, then wt would

be doing the teacher a tremendous service, as she could spend
5 ‘her time and energy in making comments of the first two types.
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The type of feedback which this program attempts to
simulate is of the prescriptive sort, comments that tell
the student to avoid certain usages and suggests certain

3 alternatives. If the student's essay deviates too greatly
3 from the norm, then the computer indicates to the student

where potential problems may lie and suggests corrective

Doy Id 4

measuses.

AR

3 The program. The interactive essay grader is, with

the exception of one short subroutine, written entirely
in FORTRAN IV. The program was written on a remote tele-
type terminal, connected by telephone cabel to M.I.T.'s
IBM 7094 computer. A student who wishes to use the pro-
gram simply types a code word on the console and the pro-
; gram begins to execute. At the appropriate point in the
1 execution of the program, the computer asks the student
to write the essay in natural language. The only restric-
tion imposed on the student are special punctuation marks.
This is due to the limited character facility of FORTRAN
1V. When a subject has completed the essay, he is instruc-
ted to type an asterisk. The computer then starts almost
immediately to respond and to comment on the student's

essay.

j As a language, of course, FORTRAN IV is not particular-
] ly well suited for natural-language computing.' Therefore,
the program in its present form is relatively inefficient

1 and lacks elegance. Nevertheless, the computer requires

f only about twelve seconds of machine time to evaluate and

to begin comment on an essay. Printing speed is, of course,

considerably slower.

For purposes of describing the program, it may be
conveniently, though artifically, divided into five parts.
These are (1) the grading routine; (2) the prescriptive
comments; (3) comments based on actuarial_characteristics

of the essay; (4) the interactive spelling foutine; and
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(5) the recalling and recording of data about the essay.

Each of these will be discussed in turn.

The program calculates a numerical grade for an essay
by using a weighted sum of scores on eight variables.
These variables were selected by a step-wise multiple re-
gression process from the original 30 proxes used in the
larger project. The eight variables which are included
yield a multiple correlation coefficient of approximately
.60 when used to estimate expert human ratings. The pro-
gram takes the numerical grade and selects an appropriate
comment from a list of comments. If, for example, the
grade is quite high, the computer writes, "I think that
you did quite well. Keep up the good work!" On the other
hand, a very low grade calls for the response, "I don't
think that you did at all well. Are you taking this assign-
ment seriously?" 1Intermediate grades call for other com-
ments. (Incidentally, if a student tries to fool the com-
puter and types nothing but nonsense, the computer responds,
ﬁStop wasting my time! If you don‘t stop playing around I
will report you to your teacher".) These comments are used
instead of numerical scores because they are presumedly
more meaningful to the student than, say, the number 2.8634.
1f teachers usually had time to write comments, they un-
doubtedly always would. The number or letter grade alone is

primarily designed to save time.

The prescriptive comments are called by a binary search
phrase look-up subroutine which search lists that have pre-
viously been entered ihto the computer's memory. Michael
Zieky was primarily responsible for developing this portion
of the program. The lists which can be searched by the
computer may be of almost any length, limited only by the
size of the computer. Since search time is not directly
proportional to the length of the lists, these lists can
grow to great lengths with only a trivial loss in computing
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time. For example, to search a list containing 16,000 words
requires only one more comparison by the computer than to
search a list of some 8,000 words. Hence the criticism as
to why a particular word or phrase is not included in the
list is quickly dispelled by simply including that word or

phrase.

The general classes of words and phrases included in
this 1list and on which the computer comments are as follows:
(1) Taboo words, such as "aint" or "husted": (2) misuses of
case, such as "theirselves" or "to who";: (3) use of "of"
for "have", "could of" or "should of", for example; (4) noun-
verb disagreement, for example "both is™ or "I are";

(5) misuse of homonyms, "their is", for example; (6) vulgar
idioms such as "somewheres" or "that there"; and (7) double
negatives such as "can't hardly" or "don't scarcely". As
indicated before, it is only the researcher's knowledge

and imagination that limits the classes and. number of words

or phrases to be included.

If the computer finds an improper usage it prints a
message. For example, if the word "irregardless" is en-
countered by the computer, it responds, " 'Irregardless' is
actually a double negative. If you examine the first and
last syllables you will see why.", or if the student writes
"should of" the computer respdnds, "When weé speak quickly
the word 'have' often sounds like 'of'. But itsnould never
be written that way." If the student writes "busted" the
computer responds, "Do you really think the past participle

of 'break' is 'busted' or were you just being careless?"

Comments based upon actuarial characteristics of the
essay are printed whenever some characteristic of the essay
deviates too greatly from its normative use. For the time
being, norms are based on a sample of 256 essays used in
previous analyses and can readily be changed as the type

of essay changes.
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These comments are generally stated so as to indicate

to the student that there may be a problem with given as-
pects of his essay. The computer might say, for example,
"your sentences seem long and complicated...." and ask the
student a question, or suggest how the difficulty may be

overcome. That is, the computer indicates that there

may be a problem and suggests that the student check to

see whether or not a problem really exists.

The interactive spelling routine again utilizes a

binary search to determine which words are misspelled. The

present list includes some 750 words. First the computer

prints a list of the misspelled words that it found, then

it gives the student an -opportunity to correct them. The

student is asked to spell a given word correctly, and if

he does so, the computer responds "That is correct. Very

good." 1If the student continues to spell the word in-

correctly, the computer first suggests that the student try
again, then, if it is again incorrectly spelled, that he

look the word up in a dictionary. If the student again

makes an error, the computer finally suggests that the
his teacher's help; then it goes on to

student go and seek
computer determines whether or not the

the next word. The
word is spelled correctly by looking the word up in a list

of correctly spelled words corresponding to those spelled
incorrectly in the spelling list.

There are several problems inherent in this procedure.

First, the list of approximately 750 misspellings seems to

be quite inadequate. This judgement is based on the exam-

ination of a glossary of the words used in 256 essays written

by high school students. It was discovered that only a

fraction of the misspellings found in those essays appeared
But again, the list can be easily

on the spelling list.
Second, it is sometimes difficult to

increased in length.
determine whether or not a word should be included in the

spelling list at all, since some commonly misspelled words
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- correctly spell some other words. For example, if the word
j 'MUS S E L' is included as a possible misspelling for the
word ‘MU S CL E', then if the student really intended to
spell 'Mussel' it will be counted as a misspelled word. A
3 further problem involves a student who misspells a word not
E in the anticipated manner, in a plural form for example.
Then the computer will not recognize the word as a misspel-
ling. A partial solution to these problems may lie in the
inclusion of an extensive dictionary of correct spellings
3 along with given rules for forming plurals, possessives, etc.
] which may be applied by the computer. This approach is
currently under investigation by Francis Archambault.

The last part of the program deals with the recording
of data about a student's essay for use in making comments
on future essays by that same ‘student and for reporting the
student's progress, or lack thereof, to his teacher. These
data are recorded on a disk and are aiways available to the

computer. The computer can,therefore, look back to the

oy
5
R EF 5 11 B oF b

: student's previous performance and compare his present per-
] formance to that. For example, when commenting on a stu-
dent's overall grade, the computer can add, "You did much

g better than last time. Very good!", or, if the student
makes a greater number of grammatical or word usage errors,
the computer may comment, "With respect to.grammar and word
usage you have done considerably worse this time than last

time". Similar comments are made when the total number of

spelling errors are reported. If a student makes the same

spelling error in two consecutive essays, the computer com-
ments, "By the way, you made thissame error the last time

LS,

8 1,

that you wrote an essay for me. Please be more careful."

These data are also used to provide the teacher with

feedback about a student's essays. By typing the appro-
priate code word and code number on the teletype console,
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the teacher may obtain a summary of the grades on all of
the essays a student has written, as well as other summary
information about various errors the student has made in
each essay that he has written. 1If the teacher wishes,

she can obtain complete copies of essays any student has

written.

Figure VIII-1 will show some sample computer output.
The computer's comments are designated by ordinary type.
The student's essay and responses are in italics. The
essay which the computer evaluated was written by Paulus

to demonstrate some features of the program.

Summary. A computer program has been developed which
provides limited feedback to both the student and to the
teacher about a student's essay. Content and general
stylistic considerations are not considered as yet, but
the program now comments on some errors in grammar and
word usage, as well as on certain actuarially derived vari-
ables. A great deal of flexibility is provided for in-
creasing the number of errors which the computer can recog-
nize and comment upon. The program is, as of now, untried
in real classroom situations. But it does illustrate a
number of interesting possibilities and indicates that this
general area is a fruitful area for further research. The
computer can provide relevant feedback to the student about
his essays. This feedback can deal with a variety of topics

and can take many different forms.

Future steps should eventually include the refinement
of the spelling routine, the development of longer and
more comprehensive lists of possible errors, refining and
increasing the number of comments, and re-writing the entire
program in a more suitable language, such as PL/1. Teachers
should also have greater control over comments and when they
are printed. Carl Helm's PROTRAN, or a similar language,
appears to be admirably suited for such avpurpose.
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FIGURE VIII-1
(Note: The "student's" responses are in italics)

I AM AN IBM COMPUTER. WHAT IS YOUR NAME PLEASE.Q
JOHNNY E. DOE

DID YOU EVER WRITE AN ESSAY FOR ME BEFORE.Q

YES

HELLO, JOHNNY H. DOE, IT IS NICE TO TALK TO

YOU AGAIN. PLEASE TYPE THE CODE NUMBER ASSIGNED TO YOU THE
LAST TIME WE TALKED.

89

THANK YOU. WOULD YOU PLEASE READ THE DIRECTIONS ;
ON THE FRONT OF THE MACHINE NOW, AND BEGIN WHEN READY. 5

THE NAME OF MY FAVORIT TELEVISION PROGRAM IS BATMAN.
I WATCH IT EVERY CHANCE I GET EXEPT LAST WEEK WHEN OUR
TV SET WAS BUSTED. THEN I COULDN'T SEE IT.

THE WEEK BEFORE THAT THEY HAD A REALLY GOOD SHOW ON.
THE CATWOMAN STOLE SOME JEWELERY SHE LIKED. SHE HID THE
STUFF SOMEWHERES. I BELEIVE THAT IT WAS IN HER HIDE-OUT.

BATMAN AND ROBIN AINT STUPID SO THEY SOON FOUND IT
AND ALMOST CATCHED THE CATWOMAN. SHE GOT AWAY DURING THE
FIGHT.. THEY COULD HAVE FOUND HER LATER BUT THEY DIDN'T
WANT TO GIVE THEIRSELVES AWAY.

THEIR IS OTHER NEAT CROOKS ON THE PROGRAM T0OO. LIKE
THE PENGUIN THE RIDDLER AND THE JOKER. :

THEY ARE ALWAYS TRYING TO GET THE DYNAMIC DUO, BUT
THEY NEVER SEEM TO BE ABLE TO.
p :

**7094****7094****7094****7094****7094***&7094****7094#**&

HERE IS SOME INFORMATION ABOUT YOUR ESSAY.

**7094****7094****7094****7094****7094****7094****7094****

R Lt S S ARG 2 P M S R AN RN i S G oy

"I DON'T THINK THAT YOU DID VERY WELL.
TRY HARDER NEXT TIME AND PAY CLOSER ATTENTION TO WHAT I

TELL YOU.
(YOU DIDN'T DO AS WELL AS YOU DID LAST TIME.)

SRR AN S N e TR
.
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Continued
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(IF YOU DON'T AGREE WITH THIS, OR WITH ANY OF MY
OTHER COMMENTS, CHECK WITH YOUR TEACHER.)

IN RESPECT TO GRAMMAR AND WORD USAGE, YOU
HAVE DONE ABOUT AS WELL THIS TIME AS YOU DID LAST TIME

YOU WROTE AN ESSAY FOR ME.

DO YOU REALLY THINK THE PAST PARTICIPLE OF "BREAK" IS
"BUSTED", OR WERE YOU JUST CARELESS.Q

"SOMEWHERES" IS AN EXAMPLE OF POOR SPEECH HABITS
SHOWING IN YOUR WRITING. THE WORD SHOULD BE
PRONOUNCED AND SPELLED WITHOUT THE FINAL "S".

I NOTICE YOU USED THE WORD "AINT". MANY PEOPLE STILL
OBJECT TO IT. SEE IF YOUR TEACHER ALLOWS THAT WORD

BEFORE YOU USE IT AGAIN.

SCME VERBS ARE IRREGULAR BECAUSE THEY FORM THEIR
TENSES IN A STRANGE WAY. "CATCH" IS SUCH A VERB,
AND ITS PAST TENSE SHOULD BE "CAUGHT", NOT "CATCHED".

THE WORD "PHEIRSELVES" SHOULD BE REPLACED BY "THEMSELVES".
SEE IF "THEIRSELVES" IS IN YOUR DICTIONARY.

I SEE THAT YOU HAVE USED "THEIR" FOLLOWED BY A
VERB. THE CORRECT FORM IS "THERE". WORDS THAT
SOUND ALIKE BUT ARE SPELLED DIFFERENTLY ARE

'CALLED HOMONYMS. CAN YOU THINK OF ANY OTHERS.Q

YOUR ESSAY IS CONSIDERABLY SHORTER THAN THE ASSIGNMENT
REQUIRED. HAVE YOU FULLY DEVELOPED THE TOPIC.Q

YOUR SENTENCES SEEM SHORT AND CHOPPY. COMBINE SEVERAL
USING APPROPRIATE CONNECTIVES SUCH AS 'AND.! OR 'OR', FOR

EXAMPLE.
YOU USED 5 PARAGRAPHS.

WHY SO MANY.Q TRY TO REORGANIZE THE ESSAY SO THAT YOU
DON'T USE AS MANY PARAGRAPHS. USUALLY, A PARAGRAPH SHOULD
CONSIST OF SEVERAL SENTENCES, AND SHOULD PRESENT ONE
COMPLETE UNIT OF THOUGHT.

I NOTICED THAT YOU DIDN'T USE VERY MANY COMMAS. DID YOU
SEPARATE ITEMS IN A SERIES BY COMMAS, USE COMMAS IN
COMPOUND SENTENCES, USE COMMAS AFTER INTRODUCTORY PHRASES.Q
PERHAPS YOU HAD BETTER GO BACK TO YOUR ESSAY AND CHECK

THOSE THINGS.

Continued
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I AM NOT CERTAIN BUT I THINK THAT
YOU MADE 4 SPELLING ERROR(S).

THAT IS A GREATER NUMBER OF ERRORS THAN
YOU MADE IN YOUR LAST ESSAY. PLEASE BE MORE CAREFUL.X

HERE IS A LIST OF YOUR SPELLING ERRORS.

FAVORIT
EXEPT
JEWELERY
BELEIVE

(THERE MAY BE OTHER ERRORS THAT I DID NOT FIND.)

LET'S SEE IF WE CAN CORRECT THE ERRORS I FOUND.

LOOK AT THE FOLLOWING WORD.

FAVORIT
PLEASE TRY TO SPELL THE WORD CORRECTLY.

(TYPE ON THE NEXT LINE AND PUSH '"RETURN' ONE TIME.)

FAVORITE

THAT IS CORRECT. VERY GOOD.

LET'S GO ON TO THE NEXT WORD.

LOOK AT THE FOLLOWING WORD.

EXE®PT
PLEASE TRY TO SPELL THE WORD CORRECTLY.

EXCEPT
THAT IS CORRECT. VERY GOOD.

LET'S GO ON TO THE NEXT WORD.

LOOK AT THE FOLLOWING WORD.

JEWELERY
PLEASE TRY TO SPELL THE WORD CORRECTLY.

JEWLERY

Continued
-160-
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NO, THAT IS STILL NOT CORRECT.
WOULD YOU PLEASE TRY AGAIN.

JUWELERY

I AM SORRY. THAT IS NOT CORRECT.

WOULD YOU PLEASE LOOK THE WORD UP IN THE DICTIONARY AND
TRY AGAIN.Q

JEWELRY

3 THAT IS CORRECT. VERY GOOD.

LET'S GO ON TO THE NEXT WORD.

LOOK AT THE FOLLOWING WORD.

BELEIVE

AT N NP

(BY THE WAY, YOU MADE THIS SAME ERROR THE LAST TIME THAT
3 YOU WROTE AN ESSAY FOR ME. PLEASE BE MORE CAREFUL.X)

PLEASE TRY TO SPELL THE WORD CORRECTLY.
BELIEVE
THAT IS CORRECT. VERY GOOD.

E WELL, I HOPE THAT TAKES CARE OF THE SPELLING ERRORS.
o PLEASE TRY NOT TO MAKE THE SAME ONES AGAIN.

REERPN PP

*XT094*** %7094 *** %700 4*k** %709 ***%xT0Q4h** %7094 ** X709 %k k%

WELL, JOHNNY H. DOE, IT WAS NICE TO
TALK TO YOU AND TO READ YOUR ESSAY,

RSO, e

I HOPE THAT YOU WILL COME BACK SOON TO WRITE ANOTHER
ONE. MEANWHILE, PLEASE THINK ABOUT WHAT I TOLD YOU.

GOOD BYE.

**T0Q4* kX7 094X XXX 7094k k%7094 XXX T0Q4**k*k kT 094k k%7094 **k*
‘ *XT094*** %7094 *** %7094 *k* k%7094 ****7()Q4*k* %7004 h k% TG k%%

é PLEASE NOTE YOUR NEW CODE NUMBER WHICH IS 90.
X THANK YOU.
24

DO YOU WANT TO WRITE ANOTHFR ESSAY NOW.Q
PLEASE ANSWER 'YES' OR 'NO’. (NO,BLANKS.)

No

EXIT CALLED.
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Even though much work remains, and many problems are
as yet unsolved, the interactive essay analyzer designed
by Paulus seems to have opened the door to research in a

relatively new aspect of computer assisted instruction,

an aspect of computer assisted instruction that allows the

computer to assume a greater role than that of a "mechan-

ized scrambled book". The computer begins to understand

what it is told by the student and is able to intelli-

gently respond to him. Such on-line work should eventually

become an important area of application.
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CHAPTER IX

CONCLUSIONS AND IMPLICATIONS

Chapters I through VIII have discussed rationale,
methods of empirical research, and various findings from
3 the work to date. However, the investigators have recog-
nized from the beginning the extreme newness of this
study, and its vast potentialities for the future of educa-
tional measurement and instruction. Conseqguently, part
of the criginal charge of this prcject was to scan the
field constantly for new opportunities of research and
practice. Some of the recognized opportunites will grow
rather directly out of the work so far accomplished with-
in the project, but others will stem from sythesis with
other work in related fields. Therefore this chapter will

perform three functions: (1) It will summarize the pre-

project. (2) It will discuss work in tangential fields,

and the general status of the disciplinary interface most
% appropriate to the future of essay analysis. (3) It will
- point out some appropriate directions for future work

within the field of educational measurement and instruc-

TPTNICDS )

tion, future work which may be closely related to this

project.
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1. Summary of Work Completed

Rationale. The basic strategies of the computer

analysis of essays have all grown out of an attempted
simulation of human ratings. The fundamental approach

has been to seek a goal of automatic analysis of stylis-
tic qualities in essays, and the techniques have been
generally actuarial. That is, we have looked for a simu-
lation of human, expert judgment of intrinsic qualities
(trins), through an exploration of correlated, or approxi-
mate variables (proxes), which could be made logistically

available for computer measurement.

When this general strategy was decided upon, there
were various problems which needed to be solved: The
subjects have largely consisted of Wisconsin High School

students who, in 1962, wrote a series of essays under con-

trolied conditions. (There have been other subjects not
so intensively studied.) There was abundant information
sbout the Wisconsin students. The data to be analyzed

for proxes consisted of various sets of essays written by
these students, as key-punched literatim for computer in-
put. The criterion for sucesss in computer strategy has
consisted of the trins of expert human judges, first rat-
ings for overall quality generated by four judges for each
essay, and later ratings for ideas, organization, style,
mechanics, and creativity generated by eight {different

and independent) judges for each essay.

The proxes themselves cnnsisted of various computer
measurements hypothesized to have a potential relationship
to the trins sought after. Some of these were statistical
counts relating to length within the essay, and others were
measures of types of words used. Still others investigated
characteristic of sentence openings or other structures.

Thirty proxes, which were most extensively explored, largely

treated single words as units. Later proxes have  treated
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various patterns of phrases, both intact and separated. All
of these proxes were studied for possible correlation with
the trins of essay quality, either in bivariate or multi-
variate relationships, and their ability to predict trins

is in some ways the backbone of the empirical work to date,
just as the development of the rationale, and of the

various programming and statistical strategies used, is

the backbone of the methodological work to date.

Findings. Chapter III specified hypotheses about
certain of the proxes, and described the computer program,
(called PEG, listed in Appendix A), with some of its
features. Chapter IV explored the questions of reliability

and validity of the proxes, and showed the ability of the
computer strategy to predict the overall rating of quality
about as well as the average human judge. It also dis-
cussed some of the ways in which the computer may be
superior to the judge: especially in adjusting the
"severity" and the dispersion of the grading system accord-
ing to any uniform, predetermined standard. On two sets

of essays, the computer program was able to reach multiple-
regression coefficients of .71. Also, one essay's proxes
were able to predict the judgments of other essays written
by the same student, to a MULTR of .62. A conservative
cross-validation of the program showed the ability to
generate large numbers of ratings which were indistinguish-
able from those of the human judge. In sum, the proxes con-
tributed significantly, in the predicted directions, to
produce quite humarioids ratings of overall quality. And
the Paulus tables were convenient tools for such multi-

variate analysis.

Chapter V made a major expansion in the program, by
moving the simulation strategies to a profile of scores.
The human ratings were those of 32 expert English teachers,

with eight judges evaluating each of 256 essays on five
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major traits of writing quality, each spelled out carefully

according to accepted dimensions. The individual judges

were found to correlate only weakly with each other, but

there was a strong tendency to a halo effect, i.e., to great

uniformity of profile for any given essay judged by any given

rater. However, there was a sufficient profile consensus
for a singificant interaction of trait by essay. The
proxes contributed differentially to the five traits and,
halo aside, there were interesting relationships shown:

For example, length of essay contributed highly to content,

organization, and creativity, but not at all to mechanics.

There was thus intuitive mutual support for the validity

of the ratings and of the computer system. )

The intercorrelations of the traits showed- coeffi-
cients which were actually higher than the reliability of
the individual traits, a surprising finding but an under-
standable one in view of the halo tendency, and the rela-
tive independence of the reliability. Some effort was

made to cluster common judge viewpoints into a purer

criterion, for purpose of simulation, and implications of

this work were discussed. A most interesting comparison

of this chapter was the relative ability of the computer

program to simulate the various traits. Although human

judges were much more reliable in judging mechanics than

and somewhat less reliable in

in judging any other trait,
program displayed no such

judging creativity, the computer
handicap, and did as well with the more subjective,

"qualitative" dimensions as with any.

Chapter VI made some studies of the problem of non-

linearity of prediction in such multivariate simulation.

some of the prox distributions were odd ones, and

Clearly,
and with the criterion,

their relations with each other,
The two methods of correction explored were

f the proxes. For

were irregular.
interaction terms and transformations O

various reasons, these were not successful in increasing
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the overall cross-validated multiple regression, and for
practical purposes the linear assumption remained a power-
ful and useful one, even where it was not exactly true.

Some useful programs were developed for displaying bivariate

relationships and for modifying variables systematically.

- Chapter VII expanded the work of the computer pro-
gramming to analysis of text strings of more than one

word in length. A phrase lookup algorithm was listed as

3 an adjunct to the main program, and was used in a number

E of sub-studies. One of these explored the essays for the

‘ presence of standard cliche phrases. It did not find them
in common or injurious use, and where they did occur their
presence seemed uncorrelated with essay quality. Another
substudy used the same algorithm to locate phrases be-
lieved to characterize student traits of opinionation,
vagueness, or specificity. As predicted, the first two
were found negatively correlated, the last positively

3 correlated, with essay quality, but the significance could
3 probably be accounted for by thira variables of word common-
4 ness which distinguished the lists. Other substudies found
null relationships between essay quality and correlative
conjunctions (for one investigator) and verb voice and
tense (for another). One significant study also used the
phrase algorithm to examine parenthetical expressions, and
: found them indeed, as might be predicted, related to essay
5 quality according to whether they occurred at the beginning
3 (good) , middle (less good), and end (perhaps poor) of a
sentence. Such phrase lookup thus represented a step up-

wards in the power of the analysis program.

e

Ve LA putatiseg,
v A A RS

Finally, Chapter VIII implemented an on-line, inter-
active program to demonstrate the potential practical
; uses of such a system for eventual classroom applications.
1 The program works at a time-sharing console, and is written
in FORTRAN 1V, like the other programs here reported. It
greets the student and defines the essay assignment. When

the student has finished his essay and signaled his comple-
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tion, the computer (IM7094) begins in about 10 seconds

with diagnosis, evaluation, drill, and advice. The
algorithms were largely ad hoc and specific to certain
narrow classes of errors. Much basic work is needed for

a truly flexible system. Yet the program should help
demonstrate that there is nothing in principle about the
computer which will prevent a vast range of essay-analyzing

applications in the future.

In short, the chapters up to this point have described
the actuarial rationale, the deliberate limiting of focus,
the implementation of computer algorithms, the construc-
tion of suitable criteria, and the empirical results of
the current state of the art of automatic essay anaiysis.
These chapters have also explored some stati-~+ical possi-
bilities, various additional proxes, and some on-line
token implementations in simulated settings. The remainder
of this final chapter will consider certain additional
possibilities of interest in the work of contemporary
scholars, and will point some possible directions for the

most ‘promising future investigation of the lines here be-

gun.
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2. Some Work Related to the Project

Since the inception of Project Essay Grade, much work
has gone on in areas related to the project. The investi-
gators have made additional explorations into related dis-
ciplines, and have kept constant contact with them. For
future investigators in automatic essay analysis, some
knowledge of this outside but related work is essential,
if they are to avoid the terrible expenses of redundance or

ignorance. Therefore, this section will briefly describe

some of this related work.

Journals. The related disciplines continue to grow

rapidly in activity. Two journals have appeared which
capitalize on the potential relevance of computation for
language processing in traditional scholarship. One of

these is Computers and the Humanities, since 1966 a quarterly
edited by Joseph Raben at Queens College. A larger quarterly
is coming out in early 1968, Computer Studies in the Humani-

ties and Verbal Behavior, published by Mouton Press with an

interdisciplinary editorial committee. (The first author
here is the editorial advisor for education.) And The

Journal for Educational Data Processing shows interest in

natural language.

Societies. Organizationally, a great deal is happening.
The Association for Educational Data Systems (AEDS) is only
peripherally interested in natural language, but its involve-
mesit seems to be increasing. The Association for Computing

Machinery (ACM), a very vigorous and strong organization of
computer scientists numbering over 20,000, has a great deal
of interest in relevant fields. It has a special interest
committee for artificial intelligence (SICART), which is
changing to established group status, and a group for in-
formation retrieval (SIGIR). And it has a newly forming
committee for language analysis and studies in the human-
ities (SICLASH) which has already a substantial initial
mémbership. The American Documentation Institute (ADI) has
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recently changed its name to the American Society for
Information Science (ASIS), and has a keen interest in
many areas overlapping this project. All of these sccie-
ties put ocut newsletters, journals, or both. Perhaps the
most acutely relevant body is the Association for Machine
Translation and Computational Linguistics (AMTCL), which
publishes its own journal and a useful newsletter called
The Finite String. This group holds its own meetings in
conjunction with ACM and the Linguistic Society of America,
and has participated in two international conferences in

the field.

The oldest societies within the humanities, such as
the Modern Language Association (MLA), are notoriously
tradition-bound, but even in the MLA a computer group is
establishing a fairly permanent event at the Annual Meeting.

Besides AEDS, the educational and behavioral societies

have indicated a growing interest. The pre-session train-
{ ing conferences held before the Annual Meeting of the
: American Educational Research Association (AERA) have been
stimulating more sophisticated computer strategies for
some years (with sponsorship from the United States Office
of Education). These have been increasingly oriented
3 toward interactive work, especizlly in CAI, which has strong-
? ly overlapping interests with natural-language analysis.
: And in 1968 we conducted the first such workshop entirely
concerned with natural-language analysis for educational

research.

O I L AN T T

Textbooks. A discipline has difficulty in growing
: rapidly until authors have defined it in suituable text-
i books. There are a number of such books which bear on this
work, though none is currently satisfactory for most courses
which are being conceived. Works edited by Garvin (1963)
and by Feigenbaum and Feldman (1964) have been mentioned
earlier in this report; and so has the older one authored

Ry
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by Oettinger (1960) on machine translation. An excellent

related work is that by Becker and Hayes (1963) on infer-

mation storage and retrieval.

New arrivals include a rather descriptive book in
the humanities, edited by Bowles (1967), and an imbortant
work in Automatic Language Processing edited by Borko (1967).
One of the most useful works, though not readable by any
but professionals, is a new book in computational linguis-
tics by Hays (1967). A forthcoming work on computers in

education, written by Allan B. Ellis, will surely feature
And another forthcoming work

some natural-language work.
by Gerard Salton on information retrieval (due in 1968)

should be valuable to some workers in natural-language
analysis. A text by Veldman (1967) on FORTRAN programming

for behavioral scientists, has one chapter on verbal data

which should prove very useful.

In general, materials suitable for instructing in
essay analysis can be pieced together from such works as
these, various programming texts, works on statistics and
on linguistics. But the field still lacks a suitable
synthesis textbook for all introductory purposes, and work

may proceed without it for some-:time.

Other books. On the other hand, books which have some
more distant bearing on natural-language seem to be growing

rapidly in number and quality, and should receive at least
In theories of automata, the growth has been

brief mention.
esperially brisk. Robert Korfhage (1966) has produced a
book which relates computation to recent and current acti-
vities in mathematical logic, and the production languages
described have high relevance to context free grammars ani,
indeed, to the basic optimism about what computers may
accomplish. Marvin Minsky's boock (1967) will surely open
the field of computation theory to many persons who would
otherwise not have made contact with it, and should thereby

produce indirectly much important practical and theoretical

work. And Taylor Booth (i967) has unquestionably produced

the most impressive compendium on automata theory so far.
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Such activity has been going on before now, but has only
recently surfaced in such organized forms. In the field
called "artificial intelligence," we have already seen
that activity is growing with computer science. Carne
(1965) has one attempted synthesis of some central con-
cepts, and other, larger works are reportedly in prepara-

tion.

At first glance, such works may seem irrelevant to
natural language processing, but the present writers do
not believe that they are. Rather, they serve to change
the way that computers are regarded, altering their image
from that of a slavish, pedestrian worker to that of a
universal machine. This seems to us a very important and
necessary change in the behavioral applications of computer

science.

Recent related work. Earlier portions of this report

discussed some related work in other disciplines. This
section will comment on some recent lines of such develop-

ment, which seem particularly meaningful. This will not
attempt a complete coverage of such work, but will only
indicate a few of what may be major lines of related in-

vestigation, over a longer period.

We have said that the work of Project Essay has so
far been actuarial in nature, leaning on statistical rela-
tions between prox and trin more than on deterministic
strategies. Such statistical strategies should not be
underrated. As Sapir has written, "All grammars leak."
No matter how the future of such work develops, it is hard
to foresee a time when serious simulation will dispense
with a large probabilistic element. Yet Project Essay
wishes to push ahead with the deeper linguistic and psycho-
logical dimensions as well, and to take maximum advantage

of "any developments in these areas.
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In the linguistic world, there are certain
One of

Parsing.

lines of investigation which seem very promising.
these is in context-free and other parsing schemes aimed

at syntactic analysis. £ all parsers constructed, the

most realistic one so far is the Oettinger-Kuno multiple-

path predictive parser at the Harvard Aiken Laboratory.

The nature of current parsing systems is described in
a number of places (Garvin, 1963, pp. 223~232; Bobrow, 1967;
Hays, 1967, ch. 6), and will not be explained here in any
detail. Since Kuno's program enjoyed such eminence, we
were very interested in possible applications, and Pro-

fessor Kuno kindly arranged for parsing 56 sentences from

the Wisconsin essays. The results of this processing will

be briefly set forth, and illustrated.

Multiple Path SYstem. In order to use the Kuno

parsing system, every word of the text must be found in a
"dictionary" -- that is, a list of words accompanied by

their possible syntactic roles, encoded in a way that is
useful to the system. -The ordinary "noun" or "verb" is

not sufficient; there are various restraints on words

which are not adequately described by such broad designa-
tions, and therefore such dicticnaries need painstaking

The Harvard dictionary is still quite limited,
student words needed to be supplied

construction.
and some of the common
(as did all misspellings) .

Figure IX-1 shows the result of looking up the words
of one student sentence in this special dictionary. This
sentence was: Money becomes a hindrance when it ceases to
aid in the attainment of one of the best things and becomes
a goal itself. Figure IX-1 shows many ambiguities in the
possible syntactic roles fo be played by most of the words
of this sentence. Only of and amd presented no homographs,

and ajd possessed seven homographs to compete for "the"

correct parsing.
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FIGURE IX-1

COMPUTER LISTING OF HQMOGRAPHS FROM
THE PARSING DICTIONARY FOR A STUDENT SENTENCE

SENTENCE NUMBER 000024 CORPUS NUMBER
WORD HOMOGRAPHS

MONEY NNNS MMMS NOUS
BECOMES VI2S VI3S VTS

A AAA  ART

HINDRANCE NNNS MMMS  NOUS
WHEN IAV €02 RL6

IT TITS PRNS PRC
CEASES VLS VIS

TO T0IS  PRE

AID VI1IP ITL VIIP IIlL KNNS
IN PRE  AV2

THE A4AA  ART

ATTAINMENT NNNS MMiIS  NOUS

OF PRE

ONE NNNS MMMS NUMS

OF PRE

THE AAA  ART

BEST NNNC MMMC NOVC AVL AAA
THINGS NNNP MMMP  NOUP

AND | X0

BECOMES VI2S VI3S VTS

A AM  ART

GOAL | NNNS MOMS  NOUS

MMMS NOUS




The next illustration, Figure IX-2, shows the first
parse performed by the Kuno predictive algorithm. To the
scholar unfamiliar with such work, this parsing may seem
a surprising example of artificial intelligence, for there
is a great deal about it which would correspond with the
analysis of a trained student of rhetoric. The first
column is of course the list of "terminal" symbols, i.e.,
the words of the manifest English sentence. The second
column is the "sentence structure." A little study will
give some clue to the way this may be read. All words
fall within the sentence "1", and we find the number 1
throughout. The word money, standing as a simple subject,
is only one syntactic step from the terminal representation,
and therefore we find only "1S8" for structural designation.

on the other hand, the word a modifies hindraiice, and

hindrance has the structural representation "1C" (where

C stand: for "complement"). Thus the article (or "adjective")
a carries the designation "1CA". By such dependency rela-
tionships we have the 12-symbol dépth of the and best. These
words both modify things, which is tihe object of the pre-

position of, which leads the prepositional phrase which
modifies the noun one, and SO on back to the adverb clause
headed by when, which modifies the verb becomes, the second
word of the sentence. From the second column, one could

thus draw a tree diagram of the sentence syntax.

The third coiumn shows the pzsrticular syntactic cate-
gory of that word for this particular parsing. A glance
back to Figure IX-1 will show that all entries in this
column appearea as possible homographs in the earlier out-
put. And the fourth column is a verbal description of what
that category is. The fourth column, then, depends complete-
ly on the third.
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3 FIGURE IX-2

g FIEST COMPUTEf ANALYSIS OF SYNTAX

' GF A STULENT SENTEICE

> NCTE: Analysis produced by the Kuno Multiple-Path Syntactic Analyzer

3 seve# WNALYSIS WUR3ER 1 SENTEICE NUmBER 000024 CCKPUS NUMBER 01
> FEGLISH SENTENCE STHUCTURE SWC  SWC MNENONIC SYNTACTIC RCLE RL NUM PREUICTION POUL
3 SE

3 LONFY 1s NOUS NOUN 1 SUBJECT CF PnEDICATE VE&B  SENNNO

PD V54
A BECC..ES v VI2S ADJ=-COMPLEZMENT VI PxrDICATE VEAB VXVI21

PD VSAZKNN3A

4 A 1CA ART  PRO=-ADJECTIVE COMPLEMENT OF PREDICATE V. N3AAAQ

4 PD VSAZMNNGA

3 HINDRANCE  1C NOUS NOUN 1 CORPLEMINT OF PREDICATE V. NGMMEO

] PD VSAZYN

> NEEN 18R CO2 ADVERB CONJ 1 CQIJUNCTION ChCo22

3 PL VSACMNVZGIZA
; IT 185 PRNS PERSONAL PRN NOM SUBJECT OF PREDICATE VEXB  1XFRNO

PD VSACKNVSG

3 CEnSES 18V VT 15 NOUN-OBJECT VT PREDICATE VEHB VXVT!?

3 PD VSACMNN2A

TC 18CVR 70IS TO FOR INFINITIVE CGERJECT INFINITIVE N21010

2L PC VSACHNBVF
?, als 180V IT1 INFINITE VT1 OBJECT INFINITIVE BVIT10

3 FD VSACENN2F
3 IN 180VPR PRE  PREPOSITION PREPOSITION N2PKEO

4 PD VSACKNN2FNCG
3 THE 180VPCA ART  PRO-ADJECTIVE OBJECT OF PREPOSITION NGAAAD

PD VSACKNN2FNSG
AT1AINMENT 180VPO NCUS NOUN 1 OBJECT OF PREPCSITICN N5MMMG

PC VSACKNNZF
OF 180VPOFR PRE. PREPOSITION PREPOSITION N2PRZ0
: PD VSACKNN2FNGG
gg Lk 180VPOPU NUMS NUMLKAL OBJECT OF PREPOSITICN NQNNNO
" PD VSaCENN2F
;- OF 180VPOPCPR PRE PREPOSITION PREPOSITION
5 PD VSACENN2FNGG
3 g hi3 180VFCF 0204 ART  PRO-ADJECTIVL ORJECT OF PHEPOSITION NQAAAO
: PD VSACKNN2FNSG -
: BiST 180VPUFOPO NOVC NOUN 3 OBRJECT OF PREPOSITION N5MMMO
. PD VSACKNNZF
i - INGS 1800 NOUP NOUN 1 OBJLCT OF OBJECT INFINITIVE N2NNNO
- PU VSACEN
: ANT 1+ XCO  COORDINATE CONJ1 CCMPCUWD PREDICATE VERB CMXC00
4 PD VSA
1 EiCCMES v VI2S ADJ-COMPLENMINT VI PREDICATE VERB vXvI2i 24
: PUN
1 A 1Ca ART  PRO-ADJECTIVE COMPLEMENT OF PREDICATE V. N3AARO "
: PU N
3 GCAL 1C NOUS NOUN 1 COMPLEMENT OF PREDICATE V. N6MMMO
¢ PD
4 ITSELF 1D AV1  ADVERB 1 ADVERB PDAV10
; . 1, PRD  PERIOD END OF SENTENCE PDPRDC
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The fifth column, however, depends also on the actual
sentence structure as diagnosed by the computer program.
That is, it depends on what rules of the context-free
grammar, what permissible grammatical constructions, were
employed in order to yield this successful parsing of the
sentence. And the final columns have to do with the way
the parsing is carried out, with the push-down store opera-=

ting at each step of the way.

A continuing analysis of this parsing will, unfortunately,
chow that it does not completely match one's intuitive
analysis of the later portions of the sentence. The second
column indicates that becomes (fourth word from the end) is
taken- to be parallel with becomes (second word of the sen-
tence). That is, it is taken to be part of a compound pred-
jicate of the word money. But most of us would take this
word to be part of a compound predicate of the word it
(sixth word in the sentence). The distinction, from the
standpoint of "meaning," is not a trivial one at all. The
way this parsing "reads" the sentence is (in reduced form) :
Money becomes a hindrance. . . and becomes a goal itself.
Whether the distinction would be important or trivial for
a particular analysis would, however, depend on the empiri-

cal situation.

A variant parsing appears in the next illustration,
Figure IX-3. This was the twenty-fourth "successful"
parsing of this sentence, and shows a number of changes
from the first one. We see that becomes (fourth from the
end) is here diagnosed as parallel with ceases, as it
should be, and therefore is part of the compound predicate
of it. (There is a rather subtle change in another way
here, however, in the diagnosis of role of the infinitive

to aid.)
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EiGLISH

. MONEY

BECCHES

A
HINDRANCE
L:HEL

IT

CLASES

T0

AID

IN

ThE

o
ONE

BEST
THINGS
AND
BECGIES
A

GOAL
ITSELF

. x#ExkANALYSI> NUMEER 2

SENTENCE STRUCTURE
1S

1

1CA

1C

18

188

18V
18VDVR
18VuY
18VDVPR

18VDVPOA

ATTAINMENT 18VIVPO

18VDVPOPR
18VDVPOPO
18VDVPOPOPH
18VDVPOPCPOA
18VDVPOPOPOA
18VDVPOPOPO
18+

18v

18CA

18C

18D

1.

FIGURE IX-3

LATER COMPUTEit aNALYSIS OF SYnTAX OF
A STULENT SENTENCE

SENTENCE NUREEH 00002k

SiC
NCUS
V125

ART

NOUS
PRE
NUtiS

PhE

ALJ
NOUP
Xco
VIS
ART
NCUS
AV1

PRD

SAC MNEMONIC

NOUN 1

SYNTACTIC ROLE
SUBJECT CF PREDICATE VEHB

ADJ-CCHMPLEENT VI PREDICATE VERB

PRO-ADJECTIVE

NOUN 1

ADVEKB CONJ 1
PERSONAL PR NOM SUBJECT OF PREDICATE VERB

COMPLETE VI

COMPLEMENT OF FREDICATE V
CCMPLEMENT OF PREDICATE V

CONJUNCTION

PREDICATE VERB

TO FOk INFINITIVE ADVERBIAL INFINITIVE

INFINITE VI1
PREPOSITION
PRO-ALJECTIVE
NOUN 1
PREPOSITION
NUMERAL
PREPOSITION
PRO~-ADJECTIVE
ADJECTIVE 1
NOUN 1

COORDINATE CONJ1

ADVERBIAL INFINITIVE
PREPOSITION

OBJECT OF PREPOSITION
OBJECT OF PREPOSITION
PREPOSITION

OBJECT OF PREPOSITION
PHEPOSITION

OBJECT OF PREPOSITION
OBJECT OF PREPCSITION
OBJECT OF PREPOSITION

CONPOUND PREDICATE VERB

ADJ=COMPLEMENT VI PREDICATE VERB

PRC-ADJECTIVE
NOUN 1

ADVERB 1
PERICD

CCMPLEMENT OF PREDICATE V
COMPLEMENT OF PREDICATE V

ADVERB
END OF SENTENCE

CORPUS NUMBEXK ot

RL NUM PRELICTION POOL

SE
SENNNO

PD VSA
VXVI21

PD N3A
N3AAAO

PD NéA
N6MMHO

PD
PDCO25

PD SGG
SGPRNO

PD VSG
VXVI10

PD VSGZhN
CMTOIO

PD VSGCMNBVM
BVIIO

PD VSGCEN
CMPREO

PD VSGCMNNQG
NQAAAO

PD VSGCENNSG
N5KMMO

PD VSGCHN

T
PD VSGCMNNQG

NQMNNC

PD VSGCMN
CMPRED

PD VSGCENNGG

0

PD VSGCHNN5G
N5ADJO

PD VSGCHNN5G
N5MMMO

PD VSGCMN
CMXCO0

PD VSG
VXVI21

PD N3A
N3AAAO

PD Nb6A
NEMMMO

PD
PDAV10

PD
PDFRDO
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Parsing went on and on, until there were 108 parsings
of this sentence alone (a very high number in the present
trials). The system has no way of automatically picking
the "right" parsing from among the competitors. The know-
ledge about the world and about language habit which in-
forms our own analysis has no present analogue in the
serious and large-scale parsing programs. This is just
the trouble with the present parsing systems, and with
present linguistic knowledge, as was pointed out in an in-
vited address by Anthony Oettinger to the 1967 Meeting

of the American Documentation Institute.

But incomplete as our knowledge is, such analysis
may still have much diagnostic interest and value. A great
many branches of the parsing tree are pursued in such
attempts, and information from these searches may have
statistical value. Figures IX-4 and IX-5 show some of the
statistical information which is produced by the Kuno
algorithm. Such information may be useful for diagnosis
of student errors, but an explanation of this possibility

would take more space here than would be appropriate.

There may also be actuarial value in the ability of

the program to parse any given sentence. The 50 student

sentences were analyzed independently by an English scholar

(Michael J. Zieky) as well as by the Kuno program, and the

resulting two-way contingency layout is shown in Table IX-1l.

In this table the columns represent the human judgements of
the 50 sentences, whether they were believed "grammatical”
or "not grammatical." We see that 29 were grammatical, and
21 not so. On the other hand, the rows represent the
ability of the program to find a successful parse for each
of the 50 sentences. We find here that there were 29
successfully parsed, and 21 for which no parse was found.
We - find a very clear relation between the rows and the
columns of this table. In fact, if these sentences might

be assumed to be independent of one another, the resulting
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FIGURE IX-5

FURTHER STATISTICAL INFORMATION PrRODUCED
BY THE MULTIPLE PaTH SYNTACTIC ANALYZER

(SYNTAX SUMMAKY)

SYNTAX SUMMARY FOR SENTENCE NUMBER 00002l CORPUS NUMBER

SUMMARY OF PATH ELIMINATING TEST FAILUKES

TYPE OF TEST

PCOL OVERFLOWS
SHAPER OVERFLOWS
NESTER OVERFLOWS
NUMBER AGREFMENT

CN

XC/XD

CN/CM/XC/XD

PA

SFLF-EMBEDDING
COMPOUND COMPATIBILITY

START TIME 0.0
BID TIME 0.0

0.0

NUMBER OF FAILURES

9108
5198

4,518
868

4302
312
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] TABLE Ia-l

THE KEL<TION OF COMPUTER PRSING TC
3 JUDGED GRAMMATICALNESS OF STUDENT SENTENCES

Human Judgment

Y Machine . Row
] Parsing nGrammatical" "Not Grammatical" Sums
Parsed 2 5 29
3 N“

Parsed 5 16 2

Column

: Sums 29 2 50
3

3 NOTE: All machine parsing was done through the courtesy of S, Kuno,
5 Harvard University.

3 Chi square = 15,04 (p<.001)*

g Contingency coefficient = .48

; xLata were not independent. See discussion in text.
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chi square of 15.04 would be significant beyond the .001

level of confidence. And the related contingency coeffi-

cient would be a healthy .48. In other words, the ability

of the program to parse a sentence would have some predic-

tive power for whether the sentence would be judged gram-

3 matical by an expert human. Because of the casual way

! these serntences were drawn for computer analysis, the
assumption of independence is not warranted; but the general

3 trend of the results still suggests actuarial value in the

use of such algorithms for computer analysis of essays.

The data from the comparison are presented in a
Here we are able to review

Ideally, of course,

different way in Table IX-2.
the computer analysis of the sentences.

every sentence should produce only one parse, and that one

should be the saime as that of an expert human. Nevertheless,

it‘is important that those sentences which were grammatical
had, on the average, many more completed parsings than
those which were not grammatical. . And it is interesting
that the median number of parsings for grammatical sen-

tences was 3, but 0 for the ungrammatical ones.

It is also interesting to observe, in Table IX-2, the
Only 16

Seven of

order in which the correct parsings occurred.

parsings were judged as intuitively faultless.
6 on the 2nd, and the

these occurred on the lst trial,

others as shown. The present Kuno progranm, outstanding as

it is, has made no provision for statistical optimization,
and this performance should be improvable in some appro-

priate adaptation.

In order to have a similar parser for experimental

purposes, we have undertaken to make a PL/I version of the

he Project by Gerald

predictive parser, programmed for t
Appendix D also has the

Fisher, and listed in Appendix D,
flowchart of that parser, which may help the reader new to

such strategies to understand their nature. This program,

AN PR TR

FEM S
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: TAELE IX-2

MACHINZ. PARSING PERFORMANCE OF GRAMMATICAL

3 AND UNGRAMMATICAL STUDENT SENTENCES

] Human Judgment
"Grammatical® "Not Grammatical®
N Sentences 29 21
Mean of Machine

- Parsings 23,68 8.14
Median of

3 Machine Parsings 3 o
-' N Parsings

Judged Correct 16

:

Order of 7 on lst

X "Correct" 6 on 2nd

Machine 1 on 3rd

Parsings 1 on 38th

3 1 on 52nd

g NOTE: 4ll machine parsing was done through the courtesy of
S. Kuno, Harvard University.
s
1

o
:
%
4
4
.
1
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called PARSE, has been debugged and tested with artificial
information, but not yet with natural language. Such a
parsing program is only the vehicle; the content must be
furnished by (1) a suitable dictionary; and (2) a suitable
set of grammatical rules. This brief chapter is not the
place to set down all the considerations which will play

a role in any further development of such linguistic pro-

cessors, but a few points will be suggested by the next

sections.

Discourse analysis. Further pondering of the sentence

parsing will reveal some difficulties not considered by the
multiple path analyzer. If one is concerned about "meaning”
and 